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 Hybrid flowshop scheduling problem (HFSP) is a mixture of two classical scheduling problems as 
parallel machine scheduling (PMS) and flowshop scheduling (FS). In the HFSP, a series of jobs 
are processed respectively in a set of stages that at least one of these stages has more than one 
parallel machine (identical, uniform or unrelated). HFSP is a widespreadly studied subject in the 
literature and there are various application areas such as transportation, healthcare management, 
agricultural activities, cloud computing, and the most common manufacturing. Therefore, it will be 
useful to present a review study including recent papers and developments related to this problem 
for researchers. For this aim, in this paper, a systematic literature survey has been conducted with 
respect to HFSPs by means of Preferred Reporting Items for Systematic Reviews and Meta-
Analyses (PRISMA) methodology which enables to realize systematic review and meta-analyses 
in a specified subject. 172 articles which are published in the 2010-2020 year interval, related to 
production scheduling and including a mathematical programming model to express scheduling 
problems have been determined as a result of this methodological review process. These articles 
have been statistically analyzed according to many features such as year, country, journal, number 
of stages, type of parallel machines, constraints, objective functions, solution methods, test 
instances and type of parameters. The results of statistical analyses have been presented through 
charts so as to provide a visual demonstration to researchers. Furthermore, it has been aimed to 
answer 14 predetermined research questions by means of analyses realized in the scope of this 
review study. Consequently, it has revealed the existing literature, recent developments and future 
research suggestions related to HFSP and therefore it is possible to say that this review paper 
provides a beneficial road map for researchers studying in this field.  
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1. Introduction 

Scheduling is a decision-making process which is utilized in many manufacturing and service industries and it deals with 
allocation of resources to tasks and aims to optimize one or more objectives (Pinedo, 2008). There are different scheduling 
environments such as single machine, parallel machine, flow shop, job shop, and open shop in the literature and these types 
of scheduling problems are handled with different constraints and objectives. Flowshop scheduling problems were introduced 
by Johnson (1954). A set of jobs are processed unidirectionally in a series of stages (stage 1, stage 2,…,stage k) where each 
stage has a single machine in the classical flowshop scheduling problems. Hybrid flowshop scheduling problem (HFSP) is a 
combination of parallel machine and flowshop scheduling environments and there are k stages that at least one of these stages 
has parallel machines (identical, uniform or unrelated) instead of m machine in series as seen in the classical flowshops. Each 
job has to be processed unidirectionally (stage 1, stage 2, and so on) and by only one and any machine at each stage. In this 
type of scheduling problems, it is aimed to assign jobs to parallel machines at each stage and to sequence jobs assigned to 
each machine. Hybrid flowshops are also known as flexible flowshop and multiprocessor flowshop in the literature (Pinedo, 
2008; Johnson, 1954; Ribas et al., 2010). 
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While the most common application area of HFS is manufacturing, there are different applications of HFSP in the literature. 
These applications can be sampled as scheduling in hospital sterilization plant (Rossi et al., 2013), container handling systems 
scheduling (Assadipour et al., 2014; Li et al., 2016; Qin et al., 2020), operating theater scheduling (Bing-hai et al., 2016), 
integrated surgery scheduling (Hachicha and Mansour, 2018), outpatient scheduling (Chabouh et al., 2018), patient 
assignment scheduling (Li et al., 2019a), task scheduling in cloud computing system (Li and Han, 2020), train scheduling 
(Boroun et al., 2020), carrier aircraft sortie scheduling (Liu et al., 2020a), land-use crop planning (Guan et al., 2020) and 
sugarcane field preparation (Worasan et al., 2020). It is obvious that there are many application areas for hybrid flowshops 
such as healthcare management, transportation, cloud computing and agriculture except manufacturing. 
When the literature is examined, it is seen that there are several review papers related to HFSP which handle this problem 
from different points of views in the last decade. These studies have been briefly summarized in the following. Ribas et al. 
(2010) focused on the papers published from 1995 to 2010 in their review study and classified these papers according to 
machine characteristics (identical, uniform or unrelated), job constraints, objective functions and solution methods. Ruiz and 
Vazquez-Rodriguez (2010) analyzed more than 200 papers published before the year 2010 and classified these papers by 
dividing three categories in terms of solution algorithms as exact algorithms, heuristics and metaheuristics. Morais et al. 
(2013) determined 72 papers published between 1991 and 2012 and analyzed these papers according to their solution 
approaches, objective functions and additional constraints by classifying in terms of setup times (sequence-dependent or 
sequence-independent). Neufeld et al. (2016) determined 112 papers which are related to flowshop group scheduling 
(including HFS papers) and published from 1976 to 2015 and analyzed these papers by categorizing them according to setup 
time, objective function and solution method. Gonzalez-Neira et al. (2017) realized a review study by identifying 100 papers 
which are related to classical flowshop and hybrid flowshop scheduling under uncertainties and published in 2001-2016 year 
interval. They classified and analyzed these papers according to some characteristics such as uncertain parameters, 
optimization method and objective function and aimed to present future research opportunities. Hwang and Lin (2018) 
presented a review of more than 37 papers related to  production models developed for two-stage hybrid flowshops with 
dedicated machines and analyzed these papers in terms of solution approach and computational complexity.  
In this study, a more systematic, extensive, and updated  review study compared to existing review papers in the literature has 
been realized for HFSP. It has been aimed to examine existing literature, to present recent developments and to determine 
research gaps  and thus to provide a beneficial road map to researchers who study related to this problem. For this aim, 
PRISMA methodology which enables systematic reviews and meta-analyses has been utilized and 172 articles have been 
determined for literature analysis. We searched five different academic databases such as Scopus, Science Direct, Web of 
Science, Taylor & Francis Online and Wiley Online Library with various keywords for a more extensive and stricter review 
process. We utilized some exclusion criteria to provide a focused review study and handled the papers which are published 
between 2010 and 2020, related to production scheduling, and including a HFS application (exclude review papers, 
complexity proofs etc.). It has analyzed the papers published 2010 or later to provide an updated review study and to present 
recent developments with respect to HFSPs. Moreover, we included the papers which present a mathematical programming 
model to clarify scheduling problems and aimed to analyze these papers in terms of number of stages, type of parallel 
machines, characteristics related to HFS, objective functions, solution algorithms, test instances and type of parameters rather 
than structural and complexity analyses of mathematical models. After implementation of PRISMA methodology, 2406 
records have been diminished to 172 articles. The included papers have been analyzed and classified according to many 
characteristics such as year, country, journal, number of stages, type of parallel machines, constraints, objective functions, 
solution algorithms, test instances and type of parameters, and the results of meta-analyses have been presented through charts 
for visual demonstration. 
The rest of this paper has been organized as follows. HFSP has been detaily explained in Section 2. In Section 3, the review 
methodology has been introduced and the papers utilized in meta-analyses have been classified according to solution 
algorithms. Literature analysis results for included papers have been presented through charts in Section 4. The paper has 
been concluded with conclusions and future research suggestions in Section 5.  
2. Hybrid flowshop scheduling problem 
  
In the hybrid flowshop scheduling problem (HFSP), a set of n jobs is processed in k (≥2) production stages that at least one 
of these stages has Mk parallel machines (identical, uniform or unrelated) (Ribas et al., 2010). A flowchart for HFS 
environment has been given in Figure 1. The characteristics for standard form of HFSP have been presented as follows (Ruiz 
and Vazquez-Rodriguez, 2010): 

•       At time zero all jobs and machines are available. 
•       At a given stage parallel machines are identical. 
•       At a specified time period any machine can process only one job and any job can be processed by only one machine. 
•       All setup times are negligible. 
•       Preemption is not allowed. 
•       There is an unlimited buffer between two successive stages. 
•       The problem data is deterministic and known in advance. 
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Fig. 1. The hybrid flowshop scheduling environment (Kurdi, 2019) 

 

It is possible to describe HFSP by means of a triplet α / β / γ notation proposed by Graham et al. (1979). In this notation, while 
α defines machine environment or shop configuration, β indicates the constraints and assumptions of scheduling problems. 
Finally, γ presents the objective functions required to be optimized (Li et al., 2015). There may be three types of parallel 
machines as identical, uniform and unrelated in the α field of HFSP. These machines are distinguished from each other 
according to their speeds. Identical machines have the same speeds and therefore each job has the same processing time in 
these machines. Uniform machines have different speeds and there is a relationship among the processing times of jobs which 
is inversely proportional to the speed of the machine. Unrelated machines also have different speeds which depend on specific 
jobs and the processing time of each job is different on different two machines of the same stage (Meng et al., 2019). Besides, 
it is possible that there is a single machine at one of the stages of the HFS environment. 
The second field β lists the constraints and assumptions related to HFSP. The constraints considered in different HFSPs have 
been briefly explained as follows (Pinedo, 2008; Ribas et al., 2010; Ruiz & Vazquez-Rodriguez, 2010; Karimi et al., 2010; 
Behnamian et al., 2010; Behnamian & Zandieh, 2011; Javadian et al., 2012; Defersha & Chen, 2012; Huang et al., 2015a; 
Rahmani & Ramezanian, 2016; Ramezanian et al., 2017; Engin & Engin, 2018; Feng et al., 2019; Liu et al., 2020b; Ding et 
al., 2020; Marichelvam et al., 2020; Oztop et al., 2020): 
  Release dates (rj, rm): It is also known as ready date and it indicates the earliest time that a job can be processed in a machine 

or stage. It can be valid for machines because of some technical requirements and defines the time that a machine can be 
utilized. 

  Setup times (SIST/SDST): Setup times are significant in the manufacturing environment and they are divided into two main 
parts as sequence-dependent setup times (SDSTs) and sequence-independent setup times (SISTs). The required setup time 
is dependent on both prior and current jobs in SDSTs and these types of setups are mostly utilized in real manufacturing 
environments. SISTs are included in the processing times. Setup times are also classified as anticipatory and non-
anticipatory. If the setup is anticipatory it can be started before the job is available on the machine, otherwise the setup is 
defined as non-anticipatory, meaning that the setup can be performed when both the job and machine are available. 

  Preemption (prmp): It indicates that it is not necessary to stay a job on a machine from starting to completion.  
  Precedence (prec): It indicates precedence relationships between jobs, in the HFSPs there is no precedence constraints 

between jobs but there is between different operations of a job. 
  Permutation (prmu): It states that all jobs are processed in the same order in every production stage. 
  Job families (fmls): The n jobs belong to f different job families in the group scheduling problem. There is no setup between 

jobs of a family, SDST or SIST is required while changing from one family to another. 
  Batch processing (scheduling) (batch): It states processing of jobs as batches instead of single processing. 
  Machine eligibility (Mj): It is also known as dedicated machines and states that a job can be processed in a predetermined 

subset of parallel machines in any stage because of technical or physical constraints. 
  Limited buffer: It states that the storage area between two consecutive stages is limited and can cause blocking in the 

upstream machine. 
  Blocking (block): It means that the completed job remains on the upstream machine because of zero or limited buffer 

between two successive stages and blocks this machine. 
  No-wait (nwt): It indicates that jobs are not allowed to wait between two consecutive stages due to zero buffer or 

technological requirements and for two consecutive stages the completion time in the previous stage and the starting time 
in the next stage are the same for a job. 
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  Recirculation (rcrc): It indicates that a job may revisit any stage several times in other words the jobs are allowed to be 
processed more than once in a stage. 

  Machine breakdown (brkdown): It implies that a machine may not be available because of breakdown as a stochastic event. 
  New job arrival: It indicates an unexpected arrival of a new job after the start of the process as a stochastic disruption. 
  Lot sizing: This constraint indicates the production quantity of lots for each job. 
  Lot streaming (lotstream): It is a technique that enables splitting a job into sublots which are equal-sized or variable-sized, 

to reduce makespan by transferring these sublots to a number of machines and it is also known as job splitting. 
  Sizeij: It states that the number of machines required to process a job at a stage. Besides, it is possible to indicate that a 

task of a job has to be processed sizeij of parallel machines at a stage. 
  Stage skipping (skip): It is a feature that gives flexibility to scheduling problems and states the probability of not being 

processed for a job at some stages.  
  Limited waiting times (limwait): It indicates that the waiting time between two successive stages cannot be greater than a 

predetermined upper bound for all jobs. 
  Transportation (removal) times (tj): It defines the time that is required for transportation of jobs between two consecutive 

stages. 
  Time lag: It indicates the duration between completion and starting times of a job in the consecutive two stages. 
  Time/due window: It is a time interval that indicates starting and completion times of a job and earliness/tardiness penalties 

occur if the job is completed outside of this interval. 
  Learning/forgetting effect (LE/FE): LE indicates a constraint that depends on age and skill of workers and affects the 

processing time. FE states to consider the forgetting possibility of previous jobs when performing different jobs.  
  Preventive maintenance (PM): It is a timely and periodic activity which aims to prevent unexpected failures of machines 

and keep them in good condition. Besides, it means that machines are not available for a time period. 
  TOU electricity prices (TOU): It indicates the fluctuation of electricity prices over time and they may change from hour to 

hour in a day.  
  Turn on/off strategy (on/off): It is a strategy that enables us to reduce electricity costs in a scheduling environment. 
  Variable speed levels: It indicates that the speed selection is possible for different jobs due to variable speed levels of 

machines and therefore the processing time and energy consumption may change. 

On the other hand, cyclic scheduling, assembly scheduling, proportionate scheduling and distributed scheduling are the 
concepts studied in the HFS field as specific scheduling environments. A brief definitions of these concepts have been given 
as follows (Sawik, 2012; Shiau & Huang, 2012; Nikzad et al., 2015; Li et al., 2020a): 

  Cyclic scheduling: It is aimed to create a minimal part set (MPS) to schedule repetitively in this scheduling 
approach. While the cycle of parts in MPS is not stated as a precedence, it is obtained with the optimal schedule for 
all parts. 
  Proportionate scheduling: It is a combination of proportionate flowshop scheduling and identical parallel machine 
scheduling under HFS environment. That is, it is indicated that each job has the same processing times in different 
stages. 
  Assembly scheduling: It indicates that there is an assembly stage for assembly operations of components to 
produce the final product in the scheduling environment. 
  Distributed scheduling: It is an extension of HFSP and involves three sub-problems such as selecting a factory 
for each job, allocating a machine for each job at each stage and determination of job sequence for each job allocated 
to any parallel machine.  

The third field γ demonstrates the objective functions aimed to be optimized and this field can include single or multi objective. 
There are two approaches in the literature to solve multi-objective optimization problems as priori and posteriori. In the a 
priori approach, appropriate weights are assigned to each objective and the multi-objective scheduling problem is converted 
to a single-objective problem. It is possible to obtain only one optimal solution by using this approach each time. In the 
posteriori approach, a set of non-dominated (Pareto optimal) solutions are obtained with the solution of a multi-objective 
problem each time (Tang et al., 2016). The definitions of significant concepts in the objective functions of HFSPs are as seen 
in the following. 

•       Cj: Completion time of job j in the last stage 
•       Fj: Flow time   Fj=Cj-rj 
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•       Lj: Lateness      Lj=Cj-dj 
•       Tj: Tardiness    Tj=max(Cj-dj,0) 
•       Ej: Earliness     Ej=max(dj-Cj,0) 
•       Uj: if job j is tardy 1, otherwise 0 

The objective functions that can be utilized for HFSPs have been given in Table 1. 

Table 1 
Objective functions for HFSPs 

Description Explanation Description Explanation 𝑚𝑎𝑥𝐶௝ Maximum completion time (𝐶௠௔௫) 𝑚𝑎𝑥𝐸௝ Maximum earliness (𝐸௠௔௫) ∑𝐶௝ Total completion time (𝑇𝐶𝑇) ∑𝐸௝   Total earliness (𝑇𝐸) ∑𝐶௝/𝑛 Mean completion time (𝑀𝐶𝑇) ∑𝐸௝/𝑛 Mean earliness (𝑀𝐸) ∑𝑤௝𝐶௝ Total weighted completion time (𝑇𝑊𝐶𝑇) ∑𝑤௝𝐸௝ Total weighted earliness (𝑇𝑊𝐸) 𝑚𝑎𝑥𝐹௝ Maximum flow time (𝐹௠௔௫) ∑𝑈௝ Number of tardy jobs (NTJ) ∑𝐹௝ Total flow time (𝑇𝐹𝑇) ∑𝑊௝ Sum of waiting times (𝑆𝑊𝑇) ∑𝐹௝/𝑛  Mean flow time (𝑀𝐹𝑇) ∑𝑊௝/𝑛 Mean waiting time (𝑀𝑊𝑇) ∑𝑤௝𝐹௝ Total weighted flow time (𝑇𝑊𝐹𝑇) 𝑇𝑀𝐼𝑇 Total machine idle time 𝑚𝑎𝑥𝐿௝ Maximum lateness (𝐿௠௔௫) AST Average sojourn time ∑𝐿௝ Total lateness (𝑇𝐿) TEC Total energy (electricity) consumption ∑𝐿௝/𝑛 Mean lateness (𝑀𝐿) TECC Total energy (electricity) consumption cost ∑𝑤௝𝐿௝ Total weighted lateness (𝑇𝑊𝐿) 𝑆𝐶 Setup cost 𝑚𝑎𝑥𝑇௝ Maximum tardiness (𝑇௠௔௫) 𝑃𝐶 Production cost ∑𝑇௝ Total tardiness (𝑇𝑇) 𝑊𝐶 Worker cost ∑𝑇௝/𝑛 Mean tardiness (𝑀𝑇) 𝐼𝐻𝐶 Inventory holding cost ∑𝑤௝𝑇௝ Total weighted tardiness (𝑇𝑊𝑇) Othr Other specific objectives 
 
3. A Systematic Literature Review for HFSPs 
 

HFS is a well-known research area and there are many studies with different constraints, objective functions, and solution 
algorithms related to this subject in the literature. In this section, a systematic review for HFSPs has been realized through 
PRISMA methodology and studies have been classified according to solution algorithms. The review methodology has been 
detailed in sub-section 3.1. Afterwards, the included articles have been collected under 8 main topics as exact, heuristic, 
metaheuristic, exact and heuristic, exact and metaheuristic, heuristic and metaheuristic, exact, heuristic, and metaheuristic and 
the other methods according to solution algorithms in sub-section 3.2.  

3.1 Review Methodology 

We conducted our review process according to the PRISMA methodology proposed by (Moher et al., 2009a-b) in order to 
present a systematic review and meta-analyses with respect to HFS. This methodology enables to reveal a detailed and focused 
review study in a specific research area by using several exclusion criteria and to present some statistical and mathematical 
results for the examined research subject. Identification, screening, eligibility and inclusion are the four steps of the PRISMA 
methodology and it is possible to realize an effective review study by following these steps respectively (Kaya et al., 2019). 
The flowchart for our review process including the steps of PRISMA methodology has been presented in Fig. 2. 
 
3.1.1       Identification 

In this sub-section, various academic databases such as Scopus, Science Direct, Web of Science, Taylor & Francis Online and 
Wiley Online Library have been searched by using various keywords. These keywords can be ranked as hybrid flow shop 
scheduling (HFSS), hybrid flowshop scheduling (HFS), flexible flow shop scheduling (FFSS), flexible flowshop scheduling 
(FFS), multiprocessor flow shop scheduling (MPFSS), and multiprocessor flowshop scheduling (MPFS). We utilized five 
academic databases and different versions of keywords in order to make a more detailed search. The results of the 
identification step have been presented in Table 2. 
 

Table 2 
The searching results based on different keywords 

Academic Database Searching Area Results According to Keywords Total HFSS HFS FFSS FFS MPFSS MPFS 
Scopus Article title, abstract, keywords 505 182 147 32 13 2 881 
Science Direct Find articles with these terms 354 151 137 48 15 8 713 
Web of Science All fields 268 125 99 26 8 2 528 
Taylor & Francis Online Anywhere 132 46 56 12 2 1 249 
Wiley Online Library Anywhere 15 6 9 3 1 1 35 

Total 1274 510 448 121 39 14 2406 
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Fig. 2. A flowchart for the review process including steps of PRISMA methodology 

 
 
3.1.2       Screening 

In this sub-section, after duplicated papers have been removed in order to handle more reliable statistical results, some papers 
have been eliminated by using first part exclusion criteria. These three exclusion criteria have been given as follows. 

EC1: Invalid records 
EC2: The records unrelated to HFS 
EC3: The records inaccessible to full texts 

 3.1.3       Eligibility 

In this sub-section, remaining papers have been evaluated in terms of eligibility. Some of these papers have also been 
eliminated with second part exclusion criteria. These six exclusion criteria have been given as follows. By the way, 172 
articles have been determined for statistical and mathematical analysis.  
  
EC4: The studies not written in English 
EC5: The studies before the year 2010 
EC6: Conference papers 
EC7: The studies which not include a HFS application 
EC8: The studies unrelated to production scheduling 
EC9: The studies which not include a mathematical programming model 

3.1.4       Included 

In the last step, 172 articles have been utilized for meta-analyses. Statistical and mathematical analyses have been realized for 
these articles according to many features such as year, country, journal, number of stages, type of parallel machines, 
constraints, objective functions, solution methods, test instances and type of parameters. The results of these analyses have 
been presented via charts to provide a visual demonstration for researchers. 
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3.2 Classification of Included HFS Articles based on Solution Approaches 

In this sub-section, the included articles determined as a result of methodological review process in Section 3.1 have been 
classified according to solution methods under 8 main topics as exact, heuristic, metaheuristic, exact and heuristic, exact and 
metaheuristic, heuristic and metaheuristic, exact, heuristic, and metaheuristic and the other methods with a detailed approach. 
Besides, a summary classification of included HFS articles according to stage type, type of parallel machines, constraints and 
characteristics, objective functions, solution algorithms, test instances, and type of parameters has been presented in the 
chronological order in Table 3.  

3.2.1 Exact Algorithms 

In this sub-section, the articles utilized only an exact algorithm to solve HFSPs have been briefly summarized as follows. 
Defersha (2011) developed a mathematical model to handle a HFSP including lot streaming and some other constraints and 
solved this model by CPLEX solver for a small instance to obtain optimal solution. Sawik (2012) presented MIP models for 
batch, cyclic and batch-cyclic scheduling problems with limited buffer and machine availability constraints under HFS 
environment. The author solved these models for different instances by using CPLEX solver and compared performance of 
them. Gicquel et al. (2012) developed a MILP model taking into consideration several constraints for a real-life HFSP arising 
in the bioprocess industry. They solved this model with an exact method through CPLEX solver adding some cutting planes 
into the model automatically. Cortes et al. (2012) developed a flexible MIP model with makespan, manufacturing lead time 
and resource usage objectives for HFSP and proposed augmented ε-constraint method to solve this problem. Wang et al. 
(2014a) proposed a MILP model for HFSP with job splitting in the solar cell industry and obtained optimum solution for this 
model through CPLEX solver. Wang et al. (2015) proposed a B&B algorithm including lower and upper bounds and 
dominance rules to minimize makespan in a two-stage nwt-HFSP. They demonstrated that the proposed algorithm generates 
solutions up to 20 jobs in an acceptable computational time. Schulz et al. (2020) presented time-indexed and sequence-
dependent versions of MIP models for providing energy efficiency and delivery reliability simultaneously in hybrid flowshop. 
ε-constraint method has been utilized to solve the problem. 

3.2.2 Heuristic Algorithms 

In this sub-section, the articles which apply only a heuristic algorithm to solve HFSPs have been briefly summarized in the 
following. Nishi et al. (2010) suggested a novel LR method with cut generation in order to solve HFSP with the aim 
of  minimizing TWT. Wang and Choi (2012) presented a decomposition based approach (DBA) to solve HFSP under a 
stochastic machine breakdown environment and showed effectiveness of the proposed DBA according to either GA or SPT 
algorithms using random generated test problems (RGTPs). Choi and Wang (2012) proposed a DBA integrating SPT and GA 
to minimize makespan considering stochastic processing times (SPTs) for a HFSP. They showed superiority of this approach 
with respect to both SPT and GA through RGTPs. Li et al. (2013a) considered a two-stage HFSP with head group constraint 
and proposed a constructive heuristic (CH) called as H’ in order to minimize makespan for this problem. They revealed the 
superiority of this algorithm compared with three improved heuristics. Fattahi et al. (2013) studied on an assembly HFSP with 
makespan objective and presented four heuristics based on Johnson algorithm to solve this problem due to NP-hardness. The 
performance of these algorithms have been evaluated using two lower bounds. Li et al. (2013b) studied on a two-stage HFSP 
with tail group constraint and proved NP-hard structure of this problem with a mathematical model. Therefore, they suggested 
a CH named EL algorithm to solve this problem and revealed the superiority of it with respect to several dispatching rules. 
Wang and Choi (2014) handled HFSP with SPTs and presented a holonic approach integrating good sides of Genetic 
Algorithm Control (GAC) and Shortest Processing Time Based Contract Net Protocol (SPT-CNP) with makespan objectives. 
They determined that the proposed method is more effective than both of these algorithms separately. Jiang et al. (2015) 
divided SCC problem into two subproblems as a PMSP in the last stage and HFSP in the upstream stages. They applied a 
hybrid HDE-VNDS algorithm for PMSP and heuristic IBLS algorithm for HFSP in the context of two-phase optimization 
strategy and evaluated performance of this approach using generated instances from real-world data. Lee et al. (2015) 
performed a combined heuristic algorithm integrating NEH and beam search algorithms to solve two-stage HFSP and they 
revealed computational efficiency of this algorithm compared with GA and SA metaheuristics as well as a NEH-based 
heuristic. Cui and Luo (2017) developed a MINLP model for SCC problems and proposed a LR approach to obtain near-
optimal solutions in a reasonable time for this problem by relaxing complex constraints. They also presented a CH to provide 
a feasible schedule and evaluated effectiveness of this heuristic. Shim et al. (2017) proposed a heuristic algorithm constructed 
with dispatching rules and economic lot size model and aimed to minimize total tardiness of jobs for a HFSP by means of this 
heuristic. Wang et al. (2018) developed a list scheduling heuristic and its improved version as CHs along with a MILP for a 
two-stage HFSP. They assessed performance of these algorithms compared with existing heuristic algorithms in the literature. 
Cui et al. (2020) utilized LR method to solve SCC problem which is a special case of HFS and also presented a CH to obtain 
a feasible schedule.  
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3.2.3 Metaheuristics 

In this sub-section, the articles which utilize just a metaheuristic to obtain a near-optimal solution for HFSPs have been 
considered. These articles have been classified according to type of metaheuristics as single (only one metaheuristic) and 
hybrid metaheuristic (metaheuristic + metaheuristic, metaheuristic + heuristic, metaheuristic + another method) and briefly 
summarized. 

Single metaheuristics are commonly utilized in order to solve HFSPs for large instances as seen in the following articles. 
Karimi et al. (2010) applied multi-phase GA to minimize makespan and TWT objectives under HFS environment considering 
SDSTs and showed high performance of this algorithm compared with multi-objective GA. Behnamian and Zandieh (2011) 
applied ICA for HFSP with SDSTs and limited waiting time constraints and as a result of computational experiments they 
showed that this algorithm generates good solutions and outperforms two algorithms existing in the literature. Solano-Charris 
et al. (2011) considered a two-stage HFSP to optimize makespan and TCT simultaneously and proposed an ACO algorithm 
to solve this problem. They showed superiority of this metaheuristic according to two existing heuristic algorithms. Luo et al. 
(2011) applied GA to solve a two-stage HFSP and evaluated performance of this algorithm comparing its results with manual 
schedule for real production data obtained from a metalworking company. Niu et al. (2012) applied a method called QIA 
which integrates immune algorithm and quantum search to solve HFSP with mean flow time objective. Jolai et al. (2013) 
performed three versions of SA algorithm to solve two-stage nwt-HFSP and compared these algorithms to each other using 
performance metrics to determine the most effective one. Attar et al. (2013) proposed the BBO algorithm to solve a HFSP 
with some practical constraints and demonstrated that it is superior to ICA and population-based SA algorithms. Lin et al. 
(2013) applied an ABC-based algorithm to solve multiprocessor task scheduling problems (MTSP) under HFS environment 
and evaluated performance of this algorithm compared with other algorithms through well-known BPs. Li et al. (2014a) 
applied an improved FFO algorithm so as to solve realistic SCC problems effectively and effectiveness of this algorithm has 
been shown compared with four existing algorithms. Attar et al. (2014) after developing a mathematical model, presented 
multi-objective PSO (MOPSO) and SPEA-II algorithms to minimize makespan and TWT objectives simultaneously in a 
HFSP. They determined that MOPSO is superior to SPEA-II in terms of solution quality as a result of numerical analyses. 
Ghodratnama et al. (2015) formulated a mathematical model for a three-objective HFSP and because of NP-hardness they 
suggested MOPSO and NSGA-II method to solve this problem. It has been evaluated performance of these algorithms through 
comparison metrics. Rahmani and Ramezanian (2016) formulated a model to address HFSP with unexpected disruptions 
rooted from new job arrivals and performed a VNS algorithm to solve this problem in a reasonable computational time owing 
to NP-hardness. The effectiveness of this algorithm has been demonstrated as a result of comparisons with some other 
algorithms according to performance measures. Tang et al. (2016) applied an improved version of PSO algorithm to consider 
energy-aware HFSP with machine breakdown and new job arrivals. They evaluated performance and effectiveness of the 
proposed algorithm with respect to some other existing algorithms using BPs. Yan et al. (2016) utilized GA in order to solve 
energy-efficient HFSP minimizing makespan and total energy consumption and showed effectiveness of this method. Pan 
(2016) studied the SCC problem which is a combination of charge scheduling (HFS) and cast scheduling (PMS). The CCABC 
algorithm has been proposed so as to solve this problem and the author demonstrated the effectiveness of this algorithm using 
random generated and real-life instances. Zhang et al. (2017) developed a mathematical model for hybrid flowshop lot 
streaming problem and proposed modified MBO algorithm to obtain effective solutions in a reasonable time for this problem. 
They demonstrated that the proposed algorithm is able to solve HFSP better compared to seven algorithms existing in the 
literature. Kurdi (2019) performed an ACO-based algorithm for MTSP under HFS environment with makespan objective and 
evaluated performance of this algorithm with respect to other algorithms testing with well-known BPs. Luo et al. (2019) 
focused on energy-conscious HFSP with new job arrivals and applied parallel GA with a rescheduling strategy to solve this 
problem. Geng et al. (2020a) studied reentrant HFSP with TOU electricity prices and proposed an improved ALO algorithm 
to minimize makespan and TECC. The effectiveness of this algorithm with respect to different multi-objective algorithms has 
been revealed with performance metrics. He et al. (2020) developed a multi-objective mathematical model for rush order 
insertion rescheduling problem with several constraints and utilized NSGA-III algorithm to obtain good solutions for this 
problem. The suitability, effectiveness, and applicability of the proposed algorithm have been shown compared with other 
algorithms and with a real case application (RCA) from the shipbuilding industry. Liu et al. (2020b) developed a novel 
mathematical model based on the mixed production mode for energy-aware HFSP and showed suitability of this model so as 
to optimize makespan and TEC simultaneously by means of real case data. Fu et al. (2020) proposed multi-objective ROA to 
solve green HFSP and demonstrated effectiveness of this algorithm in order to minimize makespan, noise and dust pollution 
simultaneously according to values of comparison metrics. Cao et al. (2020a) focused on HFSP with unrelated parallel 
machines and applied an improved GS algorithm to obtain good solutions for this problem. Effectiveness of the proposed 
algorithm has been shown compared with some existing algorithms and performing for a RCA. Kong et al. (2020) presented 
a novel model for sustainable HFSP and suggested an improved GA to solve this model. The applicability of these models 
and algorithms has been demonstrated with a case study. Cao et al. (2020b) aimed to optimize makespan and total energy cost 
in a multi-objective HFSP where the electricity prices are depended on TOU electricity tariffs, self-generation cost, and on-
grid electrovalence. SPEA-II algorithm has been proposed to solve this problem and effectiveness of this algorithm has been 



M. Çolak and G. A. Keskin / International Journal of Industrial Engineering Computations 13 (2022) 193

indicated with a RCA of a Chinese company. Li et al. (2020b) presented a new version of MOEA/D and applied this method 
for hybrid flowshop lot streaming problem which is a scheduling problem that variable sub-lots constraint is considered.  

Hybrid metaheuristics integrating more than one metaheuristic are also utilized to obtain solutions for HFSPs as seen in the 
following articles. Behnamian et al. (2010) studied on a HFSP with SDSTs and proposed a hybrid metaheuristic integrating 
ACO, SA, and VNS algorithms to solve this problem. They revealed that this algorithm outperforms RKGA and IA using test 
instances. Behnamian and Fatemi Ghomi (2011) presented a hybrid metaheuristic combining GA and VNS for multi-objective 
HFSP and they demonstrated that the proposed metaheuristic is superior to the random initial population SA algorithm by 
means of RGTPs. Behnamian et al. (2012) presented a hybrid metaheuristic combining ACO, VNS, and SA to solve HFSP 
with SDSTs and they demonstrated that the proposed metaheuristic outperforms some recent algorithms existing in the 
literature. Dai et al. (2013a) formulated a mathematical model for an energy-efficient HFSP and proposed an algorithm 
combining GA and SA algorithms to efficiently solve this problem for real size instances. Dai et al. (2013b) implemented a 
novel hybrid algorithm called IGAA integrating GA and SA algorithms to solve HFSP and demonstrated superiority of this 
algorithm according to existing two algorithms. Behnamian and Zandieh (2013) applied a hybrid metaheuristic integrating 
PSO, SA, and VNS algorithms to solve HFSP with SDSTs and learning effect and showed that this algorithm outperforms 
hybrid SA existing in the literature. Behnamian and Fatemi Ghomi (2014) presented a two-phase algorithm applying RKGA 
and PSO respectively for HFSP considering processing times, due dates and SDSTs as fuzzy parameters and indicated 
outperformance of the proposed algorithm. Behnamian et al. (2014) utilized a hybrid metaheuristic including PSO, VNS, and 
TS algorithms in order to obtain acceptable solutions for real size HFSPs providing tradeoff between exploration and 
exploitation and demonstrated better performance of this algorithm. Li et al. (2014b) proposed an algorithm combining PSO 
and ILS algorithms for HFSP considering PM operations. They evaluated applicability of this algorithm to real life industries 
by using well-known BPs and showed outperformance of it with respect to four existing algorithms. Zhou et al. (2018) after 
formulating a mathematical model for a reentrant HFSP, presented hybrid metaheuristic DE-eEDA integrating DE and EDA 
algorithms to solve this problem. They demonstrated effectiveness of the proposed metaheuristic via comparisons with 
different algorithms. Jubiz-Diaz et al. (2019) handled two multi-objective models integrating packaging size and HFS 
problems and aimed to minimize total cost and kg of CO2. They utilized HGA combining GRASP metaheuristic and GA to 
solve these models because of computational complexity. Lu et al. (2019) presented a novel MIP model for multi-objective 
HFSP with noise pollution criterion as different from existing literature and they proposed a new algorithm integrating GWO, 
cellular automata and VNS to balance exploration and exploitation. Besides, the effectiveness of this algorithm has been 
indicated compared with well-known algorithms. Ghaleb and Alharkan (2019) constructed a mathematical model for two-
stage nwt-HFSP to minimize total tardiness and suggested two PSO-based algorithms to cope with large instances. They 
showed superiority of the proposed algorithms with respect to benchmark algorithms from literature.  

Similarly, hybrid metaheuristics integrating a metaheuristic and a heuristic (constructive, improvement or other) are 
effectively applied for HFSPs as seen in the following articles. Li et al. (2011) developed a MINLP model for HFSP and 
proposed a two-stage algorithm combining modified GA and local search to obtain near-optimal solutions for medium or 
large instances of this problem. They showed that the proposed algorithm is superior to some existing algorithms in terms of 
solution quality. Cho et al. (2011) handled multi-objective reentrant HFSP and applied pareto GA with different local search 
approaches to solve this problem. They compared the proposed algorithm with NSGA-II by using three performance measures 
and showed effectiveness of it. Xu et al. (2013) proposed an extended SFLA to minimize makespan in a HFSP and showed 
outperformance of this algorithm compared with different algorithms through BPs. Wang et al. (2013) applied an extended 
EDA in order to solve HFSP at real sizes and they indicated that this algorithm has better performance with respect to existing 
algorithms. Marichelvam et al. (2014a) utilized discrete FA to consider HFSP and determined that this algorithm is superior 
to GA, ACO, and SA metaheuristics in terms of solution quality. Pan and Dong (2014) applied a hybrid MBO algorithm to 
solve HFSP and demonstrated effectiveness of the proposed algorithm making comparisons with seven algorithms existing in 
the literature. Marichelvam et al. (2014b) considered HFSP with makespan minimization and proposed an algorithm 
integrating CS metaheuristic and NEH heuristic to solve this problem. They showed the effectiveness of the proposed 
algorithm making comparison with several other metaheuristics using real data from a furniture manufacturing company. Pan 
et al. (2014) performed an extended ABC algorithm utilizing 24 proposed heuristic algorithms to generate initial population 
and revealed outperformance of this algorithm with respect to different algorithms. Dasgupta and Das (2015) suggested a 
novel CS algorithm with the smallest position value rule for HFSP and demonstrated superiority of this algorithm with respect 
to different existing metaheuristics. Shen et al. (2016) applied an improved TLBO algorithm to solve reentrant HFSP with 
makespan and total tardiness objectives. The superiority of the proposed algorithm according to the IPG algorithm has been 
emphasized with numerical experiments realized with BPs. González-Neira et al. (2016) handled a HFSP consisting of ordinal 
and cardinal stages with SPTs. In the cardinal stage, they developed a MILP model to minimize TWT and solved this model 
by using a hybrid metaheuristic integrating GRASP algorithm and bottleneck heuristic. Pareto solutions of the cardinal stage 
have been qualified according to customer importance in the ordinal stage. Engin and Engin (2018) presented a memetic 
algorithm which integrates GA and local search so as to solve MTSP and indicated the effectiveness of it by comparing its 
performance with GA via BPs. Wu et al. (2018) applied a hybrid NSGA-II and variable local search algorithm to solve HFSP 
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with variable processing times because of renewable energy and evaluated performance of this algorithm compared with 
NSGA-II. Peng et al. (2018a) examined a SCC problem considering machine breakdown and proposed an ABC algorithm 
extended with some modifications to effectively solve this problem. Qin et al. (2019) proposed a two-stage ACO algorithm 
to solve a printed circuit board scheduling problem with lot streaming and calendar constraint due to high complexity. Han et 
al. (2019a) presented an extended version of compact GA to contemplate HFSP with limited buffers and demonstrated 
efficiency of this algorithm with respect to existing algorithms. Li et al. (2019b) studied on HFSP with common due dates 
formulating a model and applied an extended GA (based on NSGA-II) algorithm so as to solve this problem. They showed 
that this algorithm is better than GA and PSO algorithms in terms of performance. Geng et al. (2019) focused on reentrant 
HFSP with on/off strategy and three objectives and proposed a MVO-based algorithm to effectively solve the considered 
problem in desired size. They compared it with other algorithms to evaluate its effectiveness. Hao et al. (2019) formulated 
distributed HFSP as a mathematical model and presented hybrid BSO to solve this problem. They evaluated performance of 
the proposed algorithm compared with some recent algorithms existing in the literature and showed effectiveness of it. Geng 
et al. (2020b) handled a multi-objective HFSP with dual resource constraints and presented a memetic algorithm to solve this 
problem. Performance of this algorithm has been compared with different multi-objective algorithms and it is stated that the 
proposed algorithm is efficient. Sun and Qi (2020) formulated a MIP model for HFSP to minimize makespan and delay cost 
and applied a hybrid metaheuristic integrating DE algorithm and local search to solve this problem. The robustness and 
outperformance of the proposed algorithm have been shown as a result of comparisons with four algorithms.  

Besides, sometimes, algorithms combining more than one metaheuristics and heuristics are applied to handle HFSPs as seen 
in the following articles. Liao et al. (2012) addressed HFSP with makespan objective and proposed an extensive hybrid 
metaheuristic combining PSO, local search, bottleneck heuristic and SA to solve this problem. They assessed performance of 
the proposed algorithm compared with other algorithms through well-known benchmark problems (BPs). Peng et al. (2018b) 
applied an extended ABC algorithm to solve SCC problem which is a special case of HFS and demonstrated effectiveness of 
this algorithm with respect to several metaheuristics through comparisons. Zeng et al. (2018) focused on an environment-
conscious HFSP which is formulated with a mathematical model and suggested a novel hybrid approach integrating NSGA-
II, TS and merging strategy to solve this problem. They showed the applicability of this algorithm for a real-life scheduling 
problem with comparisons. Zhou et al. (2019) implemented a novel algorithm integrating DE and PSO algorithms with 
Kalman filter and learning strategy in order to solve two-stage HFSP and demonstrated superiority of this algorithm as a result 
of comparisons with other algorithms. Xuan et al. (2019) presented a hybrid ABC-based metaheuristic so as to solve HFSP 
with the objective of TWCT for large instances. They verified the effectiveness of the proposed algorithm compared with 
single GA, GH and VNS algorithms. Marichelvam et al. (2020) examined a HFSP considering human factors and due to 
computational complexity they presented a hybrid algorithm integrating PSO algorithm with SPT rule, NEH heuristic and 
VNS algorithm to solve this problem. The superiority of the proposed algorithm was demonstrated with computational results.  

Finally, the hybrid algorithms combining a metaheuristic and another method have been presented in the following articles. 
Lin et al. (2012) focused on dynamic reentrant HFSP and combined GA and AHP to solve this problem using real-life data 
of a repairing company. They showed that the obtained schedule with this algorithm is better than the manual schedule of the 
company.  Wang et al. (2014b) proposed a two-phase simulation-based EDA in order to minimize makespan with SPTs under 
HFS environment and they showed that the proposed algorithm enables to obtain good results in terms of solution quality and 
computational time. Han et al. (2019b) applied a novel method integrating SA and Hopfield neural network algorithms to 
solve HFSP with a public buffer and indicated performance efficiency of this method compared with different algorithms. 
Zhang et al. (2019) formulated green HFSP with a multi-objective mathematical model which aims to minimize makespan 
and TEC and suggested an improved ABC algorithm to solve this problem. They compared the proposed algorithm with eight 
existing algorithms in the literature and evaluated the effectiveness of it. Chen et al. (2020) developed a MIP model for energy-
aware hybrid flowshop lot streaming problem and proposed an integrated algorithm including NSGA-II and MOEES 
algorithms to optimize makespan and energy consumption objectives simultaneously.  

3.2.4 Exact and Heuristic Algorithms 

In this sub-section, the articles applying an exact algorithm for small instances and a heuristic to solve large instances in a 
reasonable computational time have been briefly summarized as follows. Boudhar and Meziani (2010) aimed to handle HFSP 
with recirculation constraints and proposed three heuristic algorithms to solve this problem. They evaluated the effectiveness 
of these algorithms via RGTPs. Mao et al. (2014) focused on the SCC problem as a complex HFSP and developed a MIP 
model for this problem. They proposed a novel LR technique in order to solve the MIP model and demonstrated that the 
proposed method is more effective than classical LR approaches in terms of computational time and solution quality. Yu et 
al. (2017) focused on batching and scheduling problems in a two-stage hybrid flowshop and suggested a MILP model for this 
problem. Besides, they solved this model for small instances by CPLEX solver and presented three iterative algorithms as A1, 
A2, and A3 in order to obtain a good solution. It has been indicated that A3 is better than the other algorithms as a result of 
comparisons. Huang et al. (2017) developed a MILP model for two-stage reentrant HFSP with parallel batch-processing 
machines and it has been demonstrated by using CPLEX solver that the model is valid for small instances. They also proposed 
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a CH called H and showed the effectiveness of this algorithm according to two improved heuristics with computational 
experiments. Asadi-Gangraj (2018) proposed a LR algorithm which includes two approaches as sub-problem simplification 
and dominance rules to solve sub-problems along with a MILP to consider HFSP and determined that the proposed approach 
is superior than MILP model in terms of computational time. 

3.2.5 Exact Algorithm and Metaheuristic 

In this sub-section, the articles using an exact algorithm to obtain optimal solution for HFSPs and a metaheuristic to cope with 
large instances have been briefly summarized as follows. The classification given in the sub-section 3.2.3 for metaheuristics 
has also been utilized in this sub-section. 

Single metaheuristics are commonly utilized to make comparisons with exact algorithms as seen in the following articles. 
Javadian et al. (2012) developed a mathematical model enabled to solve small instances by LINGO software for HFSP and 
due to NP-hardness they proposed an immune algorithm-based metaheuristic for large-size problems. Besides, they 
demonstrated the superiority of the proposed algorithm in terms of computational time according to a mathematical model 
and a BP. Defersha and Chen (2012) suggested a mathematical model and GA for a HFSP with lot streaming and showed that 
the proposed algorithm enables to obtain better computational performance under a parallel computing environment. Shahvari 
et al. (2012) presented a MILP model for HFSP with group technology and solved this model by CPLEX solver for small 
instances. Besides, they proposed six TS-based metaheuristic algorithms in order to efficiently solve large instances and 
showed better performance of the best proposed algorithm in this study than an existing algorithm in the literature. Pargar and 
Zandieh (2012) proposed a mathematical model for HFSP including SDSTs and learning effect constraints and showed 
applicability of this model by solving via LINGO for six small problems. Because of NP-hard structure, they presented a 
metaheuristic named WFA for medium/large size problems and showed that this algorithm has better performance than 
RKGA. Costa et al. (2013) developed a MILP model for HFSP considering several constraints and solved it for small instances 
using CPLEX solver. Besides, they proposed a dual encoding-based metaheuristic to solve large-size problems and showed 
effectiveness of the proposed algorithm. Cheng et al. (2013) developed a MILP model for a HFSP with job splitting in the 
solar cell industry and proposed hybrid-coded GA to obtain near-optimal solutions. They showed that the proposed algorithm 
is better than the classical B&B method and the heuristic approach applied by the company. Elmi and Topaloglu (2013) 
formulated a MILP model which enables optimally solving small instances for HFSP with some practical constraints and 
presented an improved SA algorithm for large problems due to computational complexity. They evaluated performance of 
this algorithm with numerical experiments. Huang and Yu (2013) focused on a two-stage HFSP motivated by the textile 
industry and obtained optimal solutions with LINGO software for small instances via mathematical models. Besides, they 
proposed an improved ACO algorithm to solve this problem for large instances effectively and determined that it provides 
better performance with respect to ACO and PSO algorithms. Yalaoui et al. (2013) analyzed a HFSP with specific constraints 
and constructed a MIP model to obtain exact solutions for this problem. Because of computational complexity, they presented 
GA and PSO algorithms with fuzzy extensions to solve real life problems and demonstrated effectiveness of fuzzy-based 
methods. Naderi and Yazdani (2014) presented a MILP model for lot streaming problem with SDSTs under HFS environment 
and obtained optimum solution up to 8 jobs in reasonable computational time through CPLEX solver. Besides, they proposed 
ICA for large instances and obtained better results compared to EDA, DEA and GH algorithms. Costa et al. (2014) considered 
HFSP with unrelated batch processors and some constraints developing a MILP model and solved this model via CPLEX 
solver for small instances. They also proposed a specific GA and revealed the effectiveness of this algorithm in terms of 
solution quality and computational time compared with some other metaheuristics for large instances. Nejati et al. (2014) 
proposed a MINLP model considering multi-job lot streaming problem and solved this model for small instances by means 
of LINGO software. Besides, they utilized GA and SA for large problems and obtained better solutions in terms of 
computational time with GA. Elmi and Topaloglu (2014) initially developed a MILP model with some practical constraints 
and then proposed a SA-based algorithm to cope with this HFSP in large instances. They determined that the proposed 
algorithm generates better solutions with respect to the MILP model in terms of computational time with a gap analysis. 
Huang et al. (2014) obtained optimal solutions of a two-stage reentrant HFSP for small instances with a mathematical model 
and also suggested an effective PSO algorithm which is superior to single PSO and ACO algorithms for this problem. Huang 
et al. (2015a) proposed an extended ACO algorithm with flexible update to solve two-stage nwt-HFSP and demonstrated that 
this algorithm is more effective than ACO algorithm for small problems, and is applicable for large size problems. Kheirandish 
et al. (2015) as well as developed a MILP model for two-stage assembly HFSP and solved it with LINGO software, they 
proposed discrete ABC algorithm and GA to solve this problem. It has been seen that the DABC algorithm has better 
performance in terms of CPU time. Huang et al. (2015b) after constructing an IP model for a two-stage HFSP, they proposed 
an enhanced PSO algorithm to solve this problem. Effectiveness and robustness of the proposed algorithm have been evaluated 
compared with IP model and classical PSO for small and large instances respectively. Defersha (2015) developed a 
mathematical model for HFS lot streaming problem and solved this problem for a small instance via CPLEX solver. 
Furthermore, the author proposed an SA algorithm with multiple search paths in order to obtain efficient solutions for this 
problem. Seidgar et al. (2016) developed a mathematical model that ε-constraint method is used to solve small instances 
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optimally for two-stage assembly HFSP and conducted three multi-objective algorithms (NSGA-II, MOICA and NRGA) to 
cope with large instances. These algorithms have been evaluated through comparison metrics and the better performance of 
NRGA has been determined. Nejati et al. (2016) presented a MINLP model for a lot of streaming problems under a 2-stage 
assembly HFS environment and solved this model with LINGO. Besides, for large-size problems, they applied GA and SA 
and showed that SA generates better solutions in terms of computational time. Zabihzadeh and Rezaeian (2016) developed a 
MILP model for a HFSP including unrelated machines and several constraints and solved this model for small problems by 
using LINGO. They proposed two metaheuristic algorithms as ACO and GA for large instances and compared these 
algorithms to each other in terms of performance. Huang and Yu (2016) presented a mathematical model for two-stage HFSP 
considering maintenance deterioration constraint to provide cleaner production and solved this model for small problems. 
Afterwards, they proposed a cluster PSO algorithm to cope with large instances and showed robustness and effectiveness of 
this algorithm. Abdollahpour and Rezaian (2017) formulated nwt-HFSP with a mathematical model which is optimally solved 
by LINGO for small instances and also applied cloudy-based SA and AIS to handle large problems. The performance of these 
algorithms have been assessed and superiority of CSA algorithms has been shown to obtain better solutions. Tan et al. (2018) 
presented a MIP model solved by CPLEX for small instances to handle a two-stage HFSP and due to NP-hardness they also 
proposed an effective approach which utilizes VNS with a decomposition method to deal with this problem. Ying and Lin 
(2018) studied on a distributed HFSP with multiprocessor tasks and constructed a MILP model solved by GUROBI solver to 
express this problem. Besides, they proposed an effective and applicable self-tuning IG algorithm to solve this problem. Long 
et al. (2018) developed a mathematical model to examine a realistic SCC problem which is a well-known type of HFS and 
performed a statistically effective extended GA to solve this problem. Meng et al. (2019) examined an energy-oriented HFSP 
and formulated a MILP model to state this problem with on/off strategy and unrelated parallel machines. Afterwards, they 
presented a GA-based algorithm to solve this problem and suitability of this algorithm has been revealed compared with MILP 
model and three metaheuristics GA, SA, and MBO. Feng et al. (2019) developed a MILP model which enables the optimal 
solution for small problems to consider HF group scheduling problems with SDSTs and PM. GA has been presented to solve 
large instances and superiority of this algorithm has been demonstrated compared with CPLEX, PSO and CS by means of 
numerical experiments. Schulz et al. (2019) developed a MIP model for a multi-objective energy-aware HFSP and utilized 
epsilon method to determine optimal pareto front for small instances. Besides, they applied an ILS algorithm to identify pareto 
front for large instances and compared performance of this algorithm with NSGA-II. Guo et al. (2020) presented a MILP 
model to describe a combined batching and scheduling problem in the aluminum industry and obtained optimal solutions for 
small instances with CPLEX solver. They also proposed an improved version of the DE algorithm to solve industrial size 
problems and demonstrated effectiveness of this algorithm with comparisons.  

The hybrid metaheuristics including more than one metaheuristic are applied with exact algorithms as seen in the following 
articles. Chen et al. (2013) formulated a HFSP with job splitting as a MILP model and proposed a hybrid metaheuristic 
integrating VNS and PSO algorithms for this problem. They demonstrated the effectiveness of the proposed metaheuristic 
according to B&B method and the company's heuristic approach. Nikzad et al. (2015) developed a novel MILP model for a 
two-stage assembly HFSP and proposed a hybrid metaheuristic combining SA and ICA algorithms to solve this problem for 
real size instances. They compared this algorithm with LINGO and determined that it enables them to obtain good solutions 
in a reasonable time. Bozorgirad and Logendran (2016) presented a MILP model that is only solved by CPLEX solver for 
small instances to address a HFSP with some practical constraints and unrelated parallel machines. Besides, they proposed 
TS, SA and GA based metaheuristic algorithms to solve large problems and showed effectiveness of GA-based algorithms 
compared to local search-based TS and SA algorithms so as to obtain better solutions. Chamnanlor et al. (2017) presented a 
hybrid metaheuristic called as GACO which combines GA and ACO algorithm to solve reentrant HFSP with makespan 
minimization. They demonstrated outperformance of the proposed algorithm by means of test problems and a RCA of hard-
disk drive manufacturing. Bozorgnezhad et al. (2019) addressed a HFSP with worker assignment and developed a MILP 
model to evaluate this problem. While the model has been solved by CPLEX solver, in order to solve large instances they 
proposed a single PSO algorithm and a hybrid metaheuristic called as SPSO which integrates SA and PSO algorithms. It has 
been shown that SPSO outperforms single PSO as a result of this study. Garavito-Hernández et al. (2019) formulated a MILP 
model validated by using CPLEX solver for HFSP with setup constraints and presented an ICA-based metaheuristic which is 
relatively effective than MILP model for half of instances due to computational complexity. Raissi et al. (2019) presented a 
mathematical model for stochastic HFSP with PM and budget constraint as realistic characteristics. While the model has been 
optimally solved by CPLEX solver for small instances, they proposed two hybrid metaheuristics to obtain near-optimal 
solutions for large instances and evaluated performance of these algorithms in terms of objective value and computational 
time. Ding et al. (2020) proposed hybrid PSO algorithm for multi-objective HFSP with TOU electricity prices and variable 
speed levels and demonstrated superiority of this algorithm according to the MIP model and NSGA-II algorithm in terms of 
computational time and solution quality. Gong et al. (2020) studied on energy-oriented HFSP with worker flexibility and 
formulated a three-objective model to handle this problem. A hybrid evolutionary algorithm has been proposed to solve this 
problem in a reasonable time and it has been seen that the proposed algorithm is superior to CPLEX and two benchmark 
algorithms.   
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The hybrid metaheuristics integrating a metaheuristic and a heuristic are compared with exact solutions in the following 
articles. Ziaeifar et al. (2012) presented a model integrating processor assignment and HFS problems and solved this model 
via LINGO for small instances. Besides, they proposed GA with an embedded heuristic to solve this problem in any size 
because of NP-hardness. Sheikh (2013) examined a HFSP with due window and time lag and presented a MILP model solved 
by LINGO 8 to state this problem. The author also proposed an extended GA and determined that this algorithm generates 
good solutions in terms of computational time and quality. Tadayon and Salmasi (2013) presented a mathematical model for 
HFSP with rj and Mj constraints and solved optimally only a small part of test problems by CPLEX solver. They proposed 
four versions of the PSO algorithm for this problem owing to NP-hardness and showed effectiveness of PSO with local search 
approach. Keshavarz and Salmasi (2013) formulated a MILP model optimally solved by CPLEX for HFGSP and presented a 
memetic algorithm due to computational complexity. It has been demonstrated that the proposed algorithm is more effective 
than an existing algorithm TS and has suitable gap values compared to exact solution and lower bound. Yu (2014) presented 
a metaheuristic called twin-PSO to minimize total weighted earliness, tardiness and machine idle time under HFS environment 
and revealed that the proposed algorithm is superior to both integer programming and single PSO algorithm. Naderi et al. 
(2014) evaluated four MILP models related to HFSP in terms of size and computational complexity. Afterwards, while they 
obtained optimal solutions by CPLEX solver for small problems, a PSO-based hybrid metaheuristic has been proposed to 
solve large-size problems. The outperformance of the proposed algorithm has been shown compared with existing PSO 
algorithms and ILS algorithms in the literature. Li et al. (2015) presented a heuristic-search GA for a HFSP including both 
single and batch processing machines to minimize makespan and TWT objectives respectively. It has been seen that the 
proposed algorithm has computational efficiency compared to classical GA, and better solution quality with respect to CPLEX 
for large instances. Soltani and Karimi (2015) formulated a MILP for HFSP with realistic Mj and block constraints and due 
to NP-hard structure of this problem they applied SA and GA algorithms which utilize a heuristic to obtain an initial solution 
to solve it. The outperformance of SA algorithm in terms of solution quality and CPU time has been indicated. Zhang and 
Chen (2018) suggested an extended DE algorithm for large size problems, along with a MILP which enables to solve small 
instances optimally by CPLEX solver for reentrant HFSP with Mj constraint. They revealed that the proposed algorithm 
generates near-optimal solutions with a reasonable gap for small problems and is superior to two other metaheuristics. Azami 
et al. (2018) presented a MILP model which is suitable to solve small and medium size problems for a two-stage real-life 
composite manufacturing problem. They also proposed an effective GA-based algorithm which utilizes a heuristic for 
generating initial population to solve large instances because of computational complexity. Zohali et al. (2019a) studied 
economic lot sizing and scheduling problems and developed a MINLP model improving an existing model in the literature. 
Afterwards, they utilized a linearization technique and transformed this model to a MILP model. Although optimal solutions 
were obtained both of MINLP and MILP models through BARON and CPLEX solvers for small and medium instances, they 
proposed an algorithm integrating ILS and approximate function to solve large-size problems and showed effectiveness of it 
according to mathematical models and four existing metaheuristics in terms of computational performance. Zohali et al. 
(2019b) proposed two MILP models for lot scheduling problems with limited buffers and obtained optimal solutions for small 
and medium scale instances. They also proposed a metaheuristic algorithm named FFO for large scale instances and showed 
effectiveness of the proposed algorithm according to five existing algorithms. Chung and Chen (2019) evaluated a two-stage 
assembly HFSP including job splitting and due window constraints and developed a MILP model for this problem. They 
solved the model by using CPLEX solver for small instances and proposed Complete Immunoglobulin-based Artificial 
Immune System algorithm for large-size problems. Besides, they utilized five existing metaheuristics for comparison and 
showed effectiveness of the proposed algorithm. Li et al. (2020a) presented a MILP model to describe a HFSP with SDSTs 
and solved this model for small instances by CPLEX solver. They also proposed a hybrid ABC-based algorithm to cope with 
large instances and showed superiority of this algorithm with computational experiments and statistical analyses. Baxendale 
et al. (2020) formulated a variant of HFSP with a MIP model which provides optimal solution for some of the problem sizes 
and proposed the combined versions of SA and TS algorithms with a CH to solve large instances. They indicated that SA is 
superior to TS in terms of obtaining better results. Lei et al. (2020) considered HFSP with dynamic transport waiting times 
and constructed a model solved by GUROBI solver for this problem. A memetic algorithm has been presented which enables 
it to handle production and transportation concurrently and it has been demonstrated that the proposed algorithm is effective 
and suitable for industrial areas as a result of computational experiments. Costa et al. (2020) concerned with HFSP considering 
workforce constraints and presented a MILP model to obtain optimal solutions for small instances. A hybrid algorithm 
combining backtracking search algorithm and TS has been suggested to solve large instances and effectiveness of this 
algorithm has been evaluated through some non-parametric tests. Hasani et al. (2020) developed a MILP model for bi-
objective HFSP and utilized augmented ε-constraint method in order to evaluate performance of this model by using small 
instances. Besides, the NSGA-II algorithm has been suggested to obtain optimal or near optimal solutions due to NP-hardness. 
They also revealed the superiority of this algorithm according to the MIP model and SPEA-II with comparison metrics. The 
hybrid metaheuristics classified as other have been utilized with exact algorithms in the following articles. Tang and Song 
(2010) developed an IP model to evaluate a real life nwt-HFSP and proposed an algorithm integrating discrete PSO and no-
wait algorithm in stages for this problem. They showed the effectiveness of this algorithm by comparing the results with 
CPLEX solver and three heuristic algorithms. Golneshini and Fazlollahtabar (2019) formulated a MILP model for HFSP 
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considering processing times and due dates as fuzzy parameters and solved this model with GAMS for small instances. 
Besides, hybrid versions of GA and PSO algorithms have been proposed for large problems and they evaluated performance 
of these proposed algorithms. Rooeinfar et al. (2019) presented a mathematical model for HFSP with SPTs and solved this 
model for small problems with CPLEX solver. They applied new hybrid methods combining computer simulation models and 
three well-known heuristics GA, SA, and PSO to solve this problem and they determined that the hybrid method is more 
effective than a single version of metaheuristics in terms of accuracy and speed. Li et al. (2020c) developed a machine 
position-based model for distributed HFSP to minimize makespan and determined lower bound for 19 small instances solving 
with CPLEX solver. Since this model is in NP-hard class, a hybrid metaheuristic called IABC has been applied to deal with 
large instances and outperformance of this algorithm has been revealed with comparisons. 

3.2.6 Heuristic and Metaheuristic 

In this sub-section, the articles applying heuristic and metaheuristic algorithms separately and comparing performance of them 
have been briefly summarized in the following. Ramezanian et al. (2017) proposed a MIP model for an integrated lot sizing 
and scheduling problem under HFS environment and aimed to minimize total cost consisting of production, inventory and 
external supply costs. Because of computational complexity, they applied rolling horizon heuristic and PSO algorithm to solve 
this problem. Shao et al. (2020) focused on distributed HFSP with makespan criterion and proposed NEH-based and IG-based 
algorithms to cope with this problem and it has been determined that these algorithms are effective to solve the problem. 

3.2.7 Exact Algorithm, Heuristic, and Metaheuristic 

In this sub-section, the articles using exact, heuristic, and metaheuristic algorithms separately in order to solve HFSPs and 
comparing them to each other have been briefly summarized in the following. Hekmatfar et al. (2011) developed a MIP model 
for two-stage reentrant HFSP and solved this model for eighteen small problems to evaluate the feasibility of it. Afterwards, 
they proposed four heuristic algorithms and a hybrid metaheuristic based on RKGA for large-sized problems and compared 
the performance of these algorithms to each other. Farahmand-Mehr et al. (2014) presented a MILP model to minimize 
makespan in HFSP and obtained an optimal solution by LINGO software. They also proposed three heuristic algorithms 
(Johnson, SPTCH, Palmer) and GA owing to the NP-hard feature of this problem and determined superiority of GA as a result 
of comparisons. Xiong et al. (2015) formulated a MIP model which is effective for small problems for a novel HFSP including 
assembly and differentiation operations and also presented two CHs (SPT, NEH) and three hybrid metaheuristics (GA-VNS, 
DE-VNS, EDA-VNS) to cope with medium and large instances. They realized computational experiments to assess 
performance of these algorithms by means of a lower bound. Komaki et al. (2016) studied a two-stage assembly HFSP with 
makespan objective and they proposed lower bounds, heuristics and two metaheuristic algorithms based on AIS so as to solve 
this problem. Feng et al. (2016) proposed exact, heuristic, and metaheuristic algorithms to solve two-stage HFSP with 
makespan minimization, and they evaluated performance of the proposed algorithms by means of test problems. Liu et al. 
(2017) presented a IP model to consider three-stage HFSP inspired from tempered glass manufacturing process and solved 
this model by CPLEX solver for small instances to minimize makespan. A CH and two metaheuristic algorithms GA and SA 
have been proposed to deal with large instances and they compared performance of these algorithms to each other to determine 
superior one. Oztop et al. (2019) obtained optimal solutions for small problems of HFSP with CPLEX by using a mathematical 
model. As well as a novel CH, they applied four IG-based metaheuristic and variable block insertion heuristic to solve large 
instances. It has been shown that the proposed algorithms are effective in terms of solution quality and computational time. 
Oztop et al. (2020) developed a MILP and a CP model for energy-aware HFSP and augmented ε-constraint method has been 
applied to obtain optimal solutions for small problems. As well as a CH, they presented seven single and hybrid metaheuristics 
to cope with large problems and evaluated efficiency of these algorithms through performance measures. Wang et al. (2020) 
addressed energy-conscious HFSP with a MIP model and applied an augmented ε-constraint method to obtain an exact 
solution for small instances. As well as problem-specific heuristic, they proposed two hybrid metaheuristics which combine 
both TS and ACO algorithms with CH for medium and large instances. Liu et al. (2020c) addressed HFSP with some practical 
constraints and constructed an IP model to minimize makespan and TECC simultaneously. While they obtained an exact 
solution with the ε-constraint method for small instances, a model based heuristic has been proposed and it has been shown 
that it outperforms ε-constraint method in terms of computational time. Finally, bi-objective DE algorithm has been applied 
to solve large problems and computational experiments demonstrate the superiority of this algorithm according to the ε-
constraint method, the proposed heuristic, NSGA-II and the rule applied in manufacturing systems.  

3.2.8 Other Methods 

In this sub-section, the articles that the solution method couldn’t be classified as exact, heuristic or metaheuristic has been 
briefly summarized as follows. Rahmani et al. (2013) considered new job arrivals as stochastic disruption in the HFS 
environment and proposed a new reactive approach to cope with this situation. They demonstrated that the proposed approach 
is superior to FIFO and penalty cost heuristics. Meghdari et al. (2015) presented a MIP model for HFSP with learning and 
forgetting effects and obtained a solution for an illustrative scheduling problem. Mollaei et al. (2019) formulated a bi-objective 
MILP model for HFSP considering processing times, setup costs and machine costs as uncertain parameters and utilized 
robust possibilistic programming approach to solve this problem.
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Table 3  
A summary classification of included HFS articles 

Paper ID Year Stage
Type 

Parallel 
Machines Contraint & 

Characteristics 

Type of 
Objective Objective 

Function(s) 

Solution Algorithm (s) Test 
Instances 

Type of 
Parameters Exact Heuristic Meta- 

Heuristic Other 
1 Pm Qm Rm S M MIP Eps Othr CH IH RT DBA Othr RGTP BP RCA D S F 

Karimi et al. (2010) 2010 m     SDST; fmls; skip    Cmax; TWT                
Behnamian  
et al. (2010) 2010 m      SDST; skip   (TE+TT)                

Nishi et al. (2010) 2010 m        TWT                 

Boudhar and  
Meziani (2010) 2010 2     rcrc    Cmax                

Tang and  
Song (2010) 2010 m     Batch; nwt    Cmax                

Behnamian and  
Zandieh (2011) 2011 m     SDST; limwait; skip    )2(TE+TT                

Defersha (2011) 2011 3    
 rm; batch; SDST;  
Mj; lotstream; skip    Cmax                

Solano-Charris  
et al. (2011) 2011 2     SIST    α (Cmax) + (1- α) (TCT)                 

Luo et al. (2011) 2011 2    
SDST; batch; PM; 
block (zero buffer)   Cmax                 

Behnamian and  
Fatemi Ghomi (2011) 2011 m      SDST; skip    Cmax; Total resource allocation 

cost                

Li et al. (2011) 2011 m    
 SDST; Mj; PM;  

limited buffer  
 α (TWCT) + β (Workload 

deviation)                

Cho et al. (2011) 2011 m     rcrc     Cmax; TT                
Hekmetfar  
et al. (2011) 2011 2      SDST; rcrc   Cmax                 

Javadian et al. (2012) 2012 m      SDST; skip; time lag   Cmax                

Defersha and  
Chen (2012) 2012 m    

rm; batch; SDST;  
Mj; lotstream; skip   Cmax                 

Sawik (2012) 2012 k    
 Batch; machine downtime; 

cyclic; block (limited 
buffer) 

  Cmax                

Gicquel et al. (2012) 2012 k    
 SIST; batch; tj; sizeij 

Block (zero buffer); nwt    TWT                

Cortes et al. (2012) 2012 k     Batch   
 Cmax; Resource usage; 
Manufacturing lead time                

Wang and Choi (2012) 2012 m     Brkdown     Cmax                

Choi and Wang (2012) 2012 m         Cmax                

Niu et al. (2012) 2012 m         MFT                
Behnamian  
et al. (2012) 2012 m      SDST; skip    Cmax                

Liao et al. (2012) 2012 m     SIST; tj     Cmax                

Lin et al. (2012) 2012 k      rcrc   TWT                 

Shahvari et al. (2012) 2012 m      SDST; fmls   Cmax                

Pargar and  
Zandieh (2012) 2012 m      SDST; LE    α (Cmax) + β (TT)                 

Ziaeifar et al. (2012) 2012 m      SIST  
  α (Cmax) +  

(1-α) (Processor assignment 
cost) 

               

Li et al. (2013a) 2013 2    
rj; fmls (head group 

constraint)   Cmax                
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Paper ID Year Stage 
Type 

Parallel 
Machines Contraint & 

Characteristics 

Type of 
Objective Objective 

Function(s) 

Solution Algorithm (s) Test 
Instances

Type of 
ParametersExact Heuristic Meta- 

HeuristicOther1PmQmRm S M MIPEpsOthrCHIHRTDBAOthr RGTPBPRCA D S F
Fattahi et al. (2013) 2013 3         Cmax                

Li et al. (2013b) 2013 2    
 rj; batch; 

fmls (tail group constraint)   TT                 

Jolai et al. (2013) 2013 2     Nwt    Cmax; Tmax                

Attar et al. (2013) 2013 m     rj; limwait; skip     Cmax                

Lin et al. (2013) 2013 m     sizeij     Cmax                

Dai et al. (2013a) 2013 3         wଵ(Cmax) + wଶ(TEC)                
Dai et al. (2013b) 2013 m         Cmax                
Behnamian and  
Zandieh (2013) 2013 m     SDST; skip; LE    ( TE+TT)                

Xu et al. (2013) 2013 m      MIST   Cmax                

Wang et al. (2013) 2013 m         Cmax                

Costa et al. (2013) 2013 m    
 SIST; machine 
unavailability; 

job overlapping; limwait 
   Cmax                

Cheng et al. (2013) 2013 m    
SIST; SDST;  
Mj; lotstream    Cmax                

Elmi and  
Topaloglu (2013) 2013 m     Mj; tj; block;  

multiple part type   Cmax                

Huang and  
Yu (2013) 2013 2      SDST; due window  

 wଵ(TE) + wଶ(TT) +wଷ(Cmax)                

Yalaoui et al. (2013) 2013 2    
 Pre-assigned jobs;  
job-machine non-

compatibility  
   TT                

Chen et al. (2013) 2013 m      SIST; SDST;  
Mj; lotstream   Cmax                

Sheikh et al. (2013) 2013 m     Nwt; time lag;  
due window  

wଵ(Total completed jobs)−wଶ(TE)− wଷ(TT)                

Tadayon and  
Salmasi (2013) 2013 m     rj; fmls; Mj   wଵ(TCT) + wଶ(SWT)                  

Keshavarz and  
Salmasi (2013) 2013 m     SDST; fmls; skip   Cmax                 

Rahmani  
et al. (2013) 2013 k     New job arrival    α (TWFT) + β (Stability)  

+ γ (Nervousness)                

Wang et al. (2014a) 2014 k     SIST; SDST;  
Mj; lotstream     Cmax                

Wang and Choi (2014) 2014 m          Cmax                

Li et al. (2014a) 2014 m     SIST; tj   AST+TE+TT                

Attar et al. (2014) 2014 m    
 SDST; limwait;  

skip; MDST    Cmax; TWT                

Behnamian and  
Fatemi Ghomi (2014) 2014 m      SDST; skip    Cmax; (TE+TT)                

Behnamian  
et al. (2014) 2014 m     SDST; skip    Cmax; (TE+TT)                

Li et al. (2014b) 2014 m     PM     Cmax                
Marichelvam  
et al. (2014a) 2014 m     SIST    wଵ(Cmax) + wଶ(MFT)                   

Pan and Dong (2014) 2014 m          TFT                
Marichelvam  
et al. (2014b) 2014 k      SIST; batch; tj   Cmax                 
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Pan et al. (2014) 2014 m         Cmax                

Wang et al. (2014b) 2014 m         Cmax                

Mao et al. (2014) 2014 m     SIST; batch;  
tj; fmls; prec     TE+TT+SWT               

Naderi and  
Yazdani (2014) 2014 m     SDST; lotstream     TT               

Costa et al. (2014) 2014 m    
SIST; batch;  

fmls; Mj     Cmax               

Nejati et al. (2014) 2014 m      SDST; batch; lotstream; 
work shift constraint   TWCT                

Elmi and  
Topaloglu (2014) 2014 m    

Mj; tj; block; 
Multiple part type   Cmax                

Huang et al. (2014) 2014 2      rcrc; due window   𝑤ଵ(TE) + 𝑤ଶ(TT)               

Yu (2014) 2014 2      SDST  
𝑤ଵ(TE) + 𝑤ଶ(TT) + 𝑤ଷ (TMIT)                

Naderi et al. (2014) 2014 m      skip    Cmax               

Farahmand-Mehr  
et al. (2014) 2014 m     SDST; skip; time lag     Cmax               

Li et al. (2015) 2015 m     rj; SIST; batch     Cmax; TWT                

Huang et al. (2015a) 2015 2      SIST; nwt; time window   𝑤ଵ(TE) + 𝑤ଶ(TT)               

Nikzad et al. (2015) 2015 2     SDST; batch; Mj; assembly    Cmax                

Wang et al. (2015) 2015 2      Nwt (zero buffer)   Cmax                

Jiang et al. (2015) 2015 m    
SIST; batch; tj; skip; 

controllable processing times   
SWT + (TE+TT) + Adjusting 

cost               

Lee et al. (2015) 2015 2     SDST    Cmax                

Ghodratnama  
et al. (2015) 2015 k        

TWT; Total incurred cost;  
Total purchasing cost 

              

Dasgupta and  
Das (2015) 2015 k     SIST    𝑤ଵ(Cmax) + 𝑤ଶ(MFT)               

Kheirandish  
et al. (2015) 2015 2     SDST; batch; assembly     Cmax               

Huang et al. (2015b) 2015 2        𝑤ଵ(TE) + 𝑤ଶ(TT)               

Defersha (2015) 2015 m    
rm; SDST; batch; 

Mj; lotstream; skip   Cmax                

Soltani and  
Karimi (2015) 2015 3    

Mj; cyclic; 
block (limited buffer)   Cycle time                

Xiong et al. (2015) 2015 3     Mj; assembly   TFT                

Meghdari  
et al. (2015) 2015 2     SDST; LE/FE     α Cmax + (1-α) Tmax               

Rahmani and  
Ramezanian (2016) 2016 k      SDST; new job arrival   TWT                

Tang et al. (2016) 2016 m      Brkdown; new job arrival   Cmax; TEC                
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Yan et al. (2016) 2016 k     tj; MDST     α (Cmax) + (1-α) (TEC)                  

Pan (2016) 2016 m      SIST; tj   𝑤ଵ(Cmax) + 𝑤ଶ(SWT)                 

Shen et al. (2016) 2016 m      rcrc    Cmax; TT               

González-Neira  
et al. (2016) 2016 k        TWT; Customer importance               

Seidgar et al. (2016) 2016 2     PM; assembly    Cmax; System unavailability                

Nejati et al. (2016) 2016 2    
 Batch; lotstream;  

work shift constraint; 
assembly 

  TWCT                

Zabihzadeh and  
Rezaeian (2016) 2016 m    

rj; Mj; tj  
block (zero buffer)   Cmax                

Huang and  
Yu (2016) 2016 2    

 Maintenance 
deterioration   Cmax                

Bozorgirad and  
Logendran (2016) 2016 m    

rj; rm; SDST; fmls;  
Mj; skip; LE; MDST    α (TWCT) + β (TWT)                 

Komaki et al. (2016) 2016 3      Assembly   Cmax                

Feng et al. (2016) 2016 2     Robust scheduling    Cmax                

Ramezanian  
et al. (2017) 2017 m     SDST; lot sizing;  

machine capacity     PC + IC + External supply cost               

Cui and Luo (2017) 2017 m     SDST; batch; tj    TE+TT+SWT               

Shim et al. (2017) 2017 m    
 SDST; lot sizing; 

Bottleneck-focused 
scheduling 

  TT                

Zhang et al. (2017) 2017 m     Lotstream    TFT                

Yu et al. (2017) 2017 2     SIST; batch     TT               

Huang et al. (2017) 2017 2     rj; batch;  
job weight; rcrc    Cmax               

Abdollahpour and  
Rezaian (2017) 2017 m      rj; SDST; nwt;  

machine capacity  
wଵ(TE) + wଶ(TT) +wଷ(Missed orders) +wସ(Incomplete orders)    

              

Chamnanlor  
et al. (2017) 2017 m    

SIST; fmls; Mj;  
rcrc; time window     Cmax               

Liu et al. (2017) 2017 3     Batch; Mj;  
limited buffer      Cmax               

Engin and  
Engin (2018) 2018 m      sizeij; common time 

window    𝑤ଵ(TE) + 𝑤ଶ(TT)               

Wang et al. (2018) 2018 2     SDST; nwt; simultaneous 
processing machines    Total processing time                

Zhou et al. (2018) 2018 m     rcrc    TWCT                

Wu et al. (2018) 2018 m     Variable processing times    Cmax; Total carbon footprint                

Peng et al. (2018a) 2018 3    
SIST; brkdown; tj;  

controllable processing 
times  

 

 wଵ(AST) + wଶ (TE) +wଷ (TT) + +wସ (Cast break) + wହ (Starting time difference) +w଺ (The number of operations) 

              

Peng et al. (2018b) 2018 3      SIST; tj   𝑤ଵ(AST) + 𝑤ଶ(TE) + 𝑤ଷ(TT)                 
Zeng et al. (2018) 2018 2      SIST; batch   Cmax; TEC; Material wastage               

Asadi-Gangraj (2018) 2018 m     SIST    Cmax                
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Tan et al. (2018) 2018 2    
 rj; batch;  

fmls (incompatible job families)    TWT                

Ying and Lin (2018) 2018 m     sizeij; distributed    Cmax                 

Long et al. (2018) 2018 m     SIST; tj; skip; 
adjustable processing times   

 wଵ(Cmax) + wଶ(SWT) + wଷ(Total processing time deviation)                

Zhang and  
Chen (2018) 2018 m     Mj; rcrc     TT                

Azami et al. (2018) 2018 2    
Batch; limwait 

block (limited buffer)  
The number of jobs that can be  

assigned to curing process 1                 

Kurdi (2019) 2019 m     sizeij     Cmax                

Meng et al. (2019) 2019 m      On/off   TEC                 

Feng et al. (2019) 2019 m      SDST; fmls; PM;  
skip; multiple setups    Cmax                

Luo et al. (2019) 2019 m     rj; new job arrival    w (TT) + Cmax                
Jubiz-Diaz  
et al. (2019) 2019 k     SDST; lot sizing     2Total cost; Kg of CO                

Lu et al. (2019) 2019 m         Cmax; TEC; Noise pollution                 

Ghaleb and  
Alharkan (2019) 2019 2      SIST; nwt;    TT                 

Qin et al. (2019) 2019 k    
SDST; batch; skip;  

lotstream;  
calendar constraint 

  Cmax                 

Han et al. (2019a) 2019 m     SIST; block (limited buffer)   
Cmax; TMIT; SWT; Total device 

availability; Total setup times;  
Total job blocking time 

               

Li et al. (2019b) 2019 3     Assembly; common due dates    SWT; (TE+TT)                

Geng et al. (2019) 2019 m     rcrc; on/off     Cmax; Tmax;  
Idle energy consumption                

Hao et al. (2019) 2019 m     Distributed     Cmax                
Zhou et al. (2019) 2019 2      SIST; fmls; batch   TT                 

Xuan et al. (2019) 2019 m      rj; SDST; step deteriorating job   TWCT                 

Han et al. (2019b) 2019 m     Block (limited buffer);  
tj; public buffer     Cmax; TMIT; Total plant factor; 

Total workpiece blockage time                

Zhang et al. (2019) 2019 m     SDST; variable speed levels     Cmax; TEC                

Schulz et al. (2019) 2019 m         Cmax; TECC; Peak power                

Bozorgnezhad  
et al. (2019) 2019 m     SIST; worker assignment    Cmax                 

Garavito-Hernández 
et al. (2019) 2019 m     SDST; MDST    Cmax                 

Raissi et al. (2019) 2019 m     PM; budget constraint     Cmax                

Zohali et al. (2019a) 2019 m      SIST; lot sizing   IHC + SC                

Zohali et al. (2019b) 2019 m    
SIST; lot sizing; 

block (limited buffer)    IHC+SC                 

Chung and  
Chen (2019) 2019 2     SIST; lotstream; assembly; 

distinct due windows    α (TE) + β (TT)                

Golneshini and  
Fazlollahtabar (2019) 2019 m      SIST; Mj; tj   wଵ(TCT) + wଶ(Lmax)                

Rooeinfar  
et al. (2019) 2019 m      Block (limited buffer); PM    TCT                
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Paper ID Year Stage
Type 

Parallel 
Machines Contraint & 

Characteristics 

Type of
Objective Objective 

Function(s) 

Solution Algorithm (s) Test 
Instances

Type of 
ParametersExact Heuristic Meta- 

Heuristic Other1 Pm Qm Rm S M MIP Eps Othr CH IH RT DBA Othr RGTP BP RCA D S F
Oztop et al. (2019) 2019 m      SIST; tj   TFT                 

Mollaei et al. (2019) 2019 3     SDST; block (zero buffer);    Cmax; Machine allocation 
cost                 

Liu et al. (2020b) 2020 k     On/off; multiple time factors    α Cmax + (1- α) TEC                 
Ding et al. (2020) 2020 m      TOU; variable speed levels   TT; TECC                 

Marichelvam  
et al. (2020) 2020 m     rj; LE/FE    𝑤ଵ(Cmax) + 𝑤ଶ(TFT)                  

Oztop et al. (2020) 2020 m     SIST; tj; variable speed 
levels    Cmax; TEC                 

Li et al. (2020a) 2020 m      SDST; distributed   Cmax                 
Schulz et al. (2020) 2020 m     TOU; variable speed levels     TT; TECC                

Cui et al. (2020) 2020 3     SIST; tj   
TE+TT+Prevention 

temperature drop                

Geng et al. (2020a) 2020 m     rcrc; TOU     Cmax; TECC                

He et al. (2020) 2020 k     SDST; tj; lot sizing; 
rush order insetion  

Cmax; Total transportation 
time;  

Total machine deviation  
               

Fu et al. (2020) 2020 m      SIST; tj  
Cmax; Total noise pollution;  

Total dust pollution                 

Cao et al. (2020a) 2020 m          Cmax                
Kong et al. (2020) 2020 k         α (Cmax) + β (TEC) + γ (PC)                 

Cao et al. (2020b) 2020 3    
SIST; tj; limwait; TOU;  

self generation cost;  
on-grid electrovalence 

  Cmax; TECC                 

Li et al. (2020b) 2020 m    
Lotstream; due time window; 

 tj; variable sub-lots    AST; TEC; TE; TT                

Geng et al. (2020b) 2020 m     Dual resource constraint   
Cmax; TT; Worker workload 

balance                 

Sun and Qi (2020) 2020 k     Customer requirements    Cmax + Delay cost                

Chen et al. (2020) 2020 m     rm; SDST; Mj; lotstream; 
skip    Cmax; TEC                 

Guo et al. (2020) 2020 2     SDST; batch     Cmax                 

Gong et al. (2020) 2020 m     Worker flexibility   
Cmax; WC;  

Green production indicator                 

Baxendale  
et al. (2020) 2020 2    

Batch; Mj;  
work shift constraint    TT                 

Lei et al. (2020) 2020 k     Block (zero buffer); dynamic 
transport waiting times    Cmax                 

Costa et al. (2020) 2020 m     SIST; workforce constraint     Cmax                

Hasani et al. (2020) 2020 k    
SDST; skip; machine 

dependent processing stages    TEC; PC                 

Li et al. (2020c) 2020 m     SDST; distributed    Cmax                 

Shao et al. (2020) 2020 m      skip; distributed    Cmax                

Wang et al. (2020) 2020 2     Batch; Mj; TOU; on/off    Cmax; TEC                 

Liu et al. (2020c) 2020 3    
SIST; batch; Mj; TOU; 

on/off     Cmax; TECC                
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4. Literature Analysis 

In this section, the statistical and mathematical analyses related to included HFS articles have been realized according to 
various characteristics such as year, country, journal, number of stages, type of parallel machines, constraints, objective 
functions, solution methods, test instances and type of parameters. Different types of charts have been utilized for visual 
presentation of analysis results. Moreover, it has been aimed to answer 14 predetermined research questions through statistical 
analyses and present a road map for researchers studied in this field with respect to recent developments and future research 
opportunities. 

RQ1: How is the distribution of HFS studies according to years? 
  
The number of HFS articles according to years for the 2010-2020 interval have been presented in Fig. 3. As seen in this figure, 
as well as the most publications made in the years 2019 and 2020, this subject has remained valid and the number of 
publications related to it over the years. Therefore, it is possible to say that HFS is a worth-studying type of scheduling 
problems and it is a significant field in the scheduling literature. 
 

  

 

Fig. 3. Number of HFS articles according to years 

RQ2: How is the distribution of HFS studies according to countries? 
  
The percentage distribution of HFS articles according to countries has been given in Figure 4. As seen in this figure, the HFS 
subject is studied in many countries and the most publications have been made in China and Iran with the percentages of 34 
and 21 respectively. When it is considered that HFS is studied in 29 different countries around the world, it is possible to say 
that this subject is valid and well-known in the scheduling field around the world. 

 

Fig.e 4. Percentage distribution of HFS articles according to countries 
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RQ3: In which journals HFS articles are published? 
  
The analysis results of HFS articles according to journals have been presented in Figs. 5-6. As seen in Fig. 5, International 
Journal of Production Research has the most articles related to HFS with the percentage of 18. International Journal of 
Advanced Manufacturing Technology, Computers & Industrial Engineering, Applied Soft Computing and Computers & 
Operations Research journals follow it with close percentages to each other. Although HFS articles have been published in 
55 different journals according to analysis results, it can be inferred that the first five journals have more possibility to make 
a publication than the others related to this subject. As seen in Figure 6, 89% of these journals are in the Q1 (61%) and Q2 
(28%) according to Scimago Journal and Country Rank (SJR) 2019 data. Besides, 97% of HFS articles have been published 
in Q1 (82%) and Q2 (15%) journals. Therefore, it is possible to say that this subject has a high possibility of being published 
in a high-ranked journal. Besides, when the journals are analyzed according to subject areas it is seen that engineering 
(industrial and manufacturing, chemical, mechanical et al.), computer science, and artificial intelligence are located in the first 
three orders. This information can be beneficial for researchers in the journal selection process for HFS articles. 

 

 

Fig.  5. Percentage distribution of HFS articles according to journals 

 

Fig. 6. Percentage distribution of journals according to SJR 2019 quartile data 
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RQ4: How is the distribution of HFS studies according to the number of stages? 
  
We classified HFS articles according to the number of stages as 2-stage, 3-stage, k-stage (k>3) and m-stage (different stage 
numbers utilized for test instances) and the percentage distribution of them has been given in Fig. 7. As seen in this figure, m-
stage is the most utilized stage number in HFS articles due to mostly usage of RGTPs and BPs for computational experiments. 
Besides, 2-stage, k-stage and 3-stage HFSPs follow it respectively. 

 

 

Fig. 7. Percentage distribution of HFS articles according to number of stages 

RQ5: Which types of parallel machines are utilized in each stage? 
  
The percentage distribution of HFS articles according to the type of parallel machines has been presented in Fig. 8. As seen 
in this figure, identical machines are the most utilized machines with the percentage of 66 and unrelated and uniform machines 
follow it respectively. It is possible to say that, while identical machines are mostly utilized for theoretical problems, unrelated 
machines are utilized as more realistic characteristics for HFSPs. A single machine has been utilized in one of the stages in 
the 12% of HFS articles. 

 

Fig. 8. Percentage distribution of HFS articles according to type of parallel machines 
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in HFSPs and it is followed by SISTs, batch processing, stage skipping, and machine eligibility. While these constraints 
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and machine-related, energy-related, and worker-related constraints follow them respectively. Due to the increasing 
importance of the energy-efficient scheduling concept, energy-related constraints such as TOU electricity prices, turn on/off 
strategy and variable speed levels have been more considered in HFSPs in recent years as also seen in Table 3. 

 

 

Fig. 9. Numerical analysis of constraints utilized in HFS articles 

 

Fig. 10. A classification for constraints of HFSPs 
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based criteria. As seen in Fig. 13, completion-time based criteria related to system utilization are the most utilized objectives 
with the percentage of 44% and due date-based criteria related to customer satisfaction are in the second order with the 
percentage of 26. Besides, owing to the increasing importance of a cleaner production concept, environment-related criteria 
such as total energy consumption, total energy consumption cost, and green production indicator have been more considered 
in recent years as also seen in Table 3. As seen in Fig. 14, the studies which handle more than one objective have increased 
in recent years. In this context, we can say that multidimensional problems can be more acceptable. 

Table 4  
Number of HFS articles according to years based on type of objective functions 

Year Mono- 
Objective 

Normal Sum of 
Different Objectives 

Weighted Sum of 
Different Objectives 

Multi- 
Objective 

2010 3 1 0 1 
2011 3 1 2 2 
2012 11 0 2 1 
2013 14 1 5 1 
2014 13 2 3 3 
2015 8 1 4 1 
2016 6 0 3 4 
2017 6 2 1 0 
2018 7 0 4 2 
2019 15 2 3 7 
2020 8 2 3 14 
Total 94 12 30 36 

 

 
Fig. 11. Percentage distribution of HFS articles according to type of objectives 

 

 

Fig. 12. Percentage distribution of objective functions for HFSPs 
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Fig. 13. A classification for objectives of HFSPs 
 

 

Fig. 14. Number of multi-objective HFS articles according to years 

RQ8: Which solution methods are utilized to solve HFSPs? 
  
Since HFSP is located in NP-hard class, exact algorithms are able to solve only small instances because of computational 
complexity. Therefore, heuristic and metaheuristic algorithms are effectively utilized to obtain near optimal solutions for large 
sizes of HFSPs in a reasonable time. In the analysis of solution algorithms utilized to deal with HFSP, we divided HFS articles 
into 8 main topics as exact, heuristic, metaheuristic, exact+heuristic, exact+metaheuristic, heuristic+metaheuristic, 
exact+heuristic+metaheuristic and other methods in order to provide a more detailed classification for researchers. The 
number of HFS articles according to years based on solution algorithms have been given in Table 5. Moreover, the result of 
classification based on solution algorithms has been presented in Figure 15 and it is seen that metaheuristics have been applied 
in 84% of HFS articles as single or hybrid due to effectiveness and performance of them to solve large size problems. As seen 
in Figure 16, the percentages of metaheuristics, exact algorithms, heuristics, and other methods can be given as 55%, 32%, 
12% and 1% respectively by considering solution algorithms individually. It is also seen in this figure that metaheuristics are 
mostly used and exact algorithms, heuristics and other methods follow these algorithms respectively. While MIP models 
solved by a suitable solver are utilized to obtain exact solutions for small-size single-objective HFSPs, the ε-constraint method 
is applied for small instances of multi-objective problems. We analyzed heuristic algorithms under 5 topics as constructive 
heuristic (CH), improvement heuristic (IH), relaxation technique (RT), decomposition based approach (DBA), and others and 
it is seen that constructive heuristics are mostly utilized as also seen in Table 3. 
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Table 5  
Number of HFS articles according to years based on solution algorithms 

Year Exact Heuristic Metaheuristic Other Single  
Metaheuristic 

Hybrid 
Metaheuristic 

2010 2 2 3 0 1 2 
2011 2 1 7 0 3 5 
2012 8 2 9 0 5 4 
2013 9 2 17 1 8 9 
2014 10 4 18 0 8 10 
2015 9 3 10 1 5 5 
2016 7 2 13 0 8 5 
2017 5 6 5 0 1 3 
2018 6 2 11 0 3 8 
2019 13 1 26 1 5 20 
2020 13 5 25 0 10 16 
Total 84 30 144 3 57 87 

 
 

 
 

Fig. 15. Percentage distribution of HFS articles according to solution algorithms 
 

 
 

Fig. 16. Percentage distribution of solution algorithms for included HFS articles 
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RQ9: Which metaheuristic algorithms are utilized to obtain near optimal solutions in HFSPs? 
  
As we mentioned previously metaheuristics are widely utilized for HFSPs and the analysis results related to metaheuristics 
have been given in Fig. 17 separately. As seen in this figure, if we consider all algorithms individually GA, SA and PSO are 
the most utilized metaheuristics for HFSPs. In addition to this, NSGA-II is the most common metaheuristic to cope with multi-
objective problems. It can also be said that, a wide range of metaheuristics which have different solution procedures are 
located in the literature except existing in this figure and others topic includes them. We can ensample these metaheuristics 
as AIS, CS, MBO, SFLA, TLBO, WFA, and SPEA-II. It is possible to say that, metaheuristics are utilized as single or hybrid 
to generate solutions. Hybrid metaheuristics which integrate metaheuristics with metaheuristic, heuristic or other methods are 
applied as novel and effective approaches to improve solution quality. As seen in Fig. 18, the usage of hybrid metaheuristics 
increases in recent years. 

 

 
 

Fig. 17. Numerical analysis of metaheuristics utilized for HFSPs 
 

 
 

Fig. 18. Numbers of hybrid metaheuristics according to years 
 
RQ10: Which type of test instances are utilized to analyze performance of the proposed methods in HFSPs? 
  
RQ11: Which manufacturing applications are realized as HFSP in real life? 
  
We classified test instances utilized for HFSPs as RGTPs, BPs and RCAs and percentage distribution of HFS articles 
according to these topics has been presented in Fig. 19. When there is no benchmark for a problem in the literature, test 
problems are generated randomly according to parameters of the problem. As seen in Fig. 19, RGTPs are the most utilized 
test instances for HFSPs with the percentage of 74. The percentage of RCA is 15 and it is possible to say that this problem is 
significant in real-life according to this statistic. Steelmaking continuous casting, solar cell manufacturing, furniture 
manufacturing, printed circuit board manufacturing, bus manufacturing, seamless steel tube production, tile manufacturing 
and cast steel valve manufacturing can be given as real-life HFSP examples.  
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Fig. 19. Percentage distribution of HFS articles according to test instances 

RQ12: In which industries HFS applications are realized in manufacturing? 
  
It is possible to say that many HFS problems related to different industries are handled in the literature. Percentage distribution 
of real-life HFSPs according to industries has been presented in Fig. 20. As seen in this figure, steel, electronic and automotive 
are leading industries with the percentages of 25, 23, and 17 respectively. Others include different industries such as aerospace, 
bio-process, energy, paper, and shipbuilding industries. 
 

 

Fig. 20. Percentage distribution of HFS manufacturing problems according to industries 
 

RQ13: Which types of parameters (deterministic, stochastic or fuzzy) are utilized in HFSPs? 
 

RQ14: Which stochastic or fuzzy parameters are utilized in HFSPs? 
 

The percentage distribution of HFS articles according to parameter types has been given in Fig. 21. As seen in this figure, the 
highest percentage (94%) of HFS articles utilize deterministic parameters. The percentages of stochastic and fuzzy parameters 
are 4 and 2 respectively. Processing times, setup times and due dates are utilized as stochastic or fuzzy parameters in HFSPs 
to cope with uncertainties in the manufacturing environment.  

 

 

Fig. 21. Percentage distribution of HFS articles according to type of parameters 
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5. Conclusion and Future Research Suggestions 

HFSP which is a combination of PMS and classical FS problems includes more than one stage that at least one of these stages 
has identical, uniform or unrelated parallel machines and it is aimed to assign jobs to parallel machines at each stage and to 
sequence jobs assigned to each machine in this problem. There are different areas that HFS is applied to such as manufacturing, 
healthcare management, transportation, cloud computing and agriculture and many studies have been realized over the years 
related to this subject in the literature. Therefore, in this paper, we aimed to present a more systematic, extensive and updated 
literature survey than existing review studies in the literature with respect to HFS through PRISMA methodology which 
enables to reveal a systematic review for a specified subject. We utilized several exclusion criteria to eliminate some papers 
reached as a result of database searching with different keywords and to provide a focused paper. At the end of the 
methodological review process, 172 HFS research articles which are related to production scheduling, are published in the 
2010-2020 year interval, and utilize a mathematical model to clarify HFSP. Then, these articles have been analyzed according 
to some features such as year, country, journal, stage type, parallel machines, constraints, objective functions, solution 
methods, test instances and parameter types and the results of analyses have been presented. Thus, it has been desired to 
present recent developments related to this subject and provide a beneficial road map to researchers who study in this field. 

As a result of this literature review, we saw that HFS has remained valid over the years and we inferred that it will be studied 
in the next few years from the number of articles according to years. We determined that the included articles are from 29 
different countries and are published in 55 different mostly high-ranked journals. 

It has been seen that m-stage is the most common type in terms of stage type and we thought that this situation is rooted from 
more usage of RGTPs and BPs. It means that HFSP is solved for different stage numbers instead of only one constant stage. 
While identical machines are the most utilized parallel machines in stages of HFS environment because of theoretical easiness, 
unrelated and uniform machines follow them respectively. Besides, it is possible to say that unrelated and uniform machines 
are more suitable for real-life scheduling problems. 

Setup times (sequence-dependent or sequence-independent), batch processing, stage skipping, machine eligibility, and 
transportation times are the most utilized constraints. Despite 91% usage of job/machine related constraints, energy-related 
constraints such as variable speed levels, TOU electricity prices and turn on/off strategy are more considered in recent years 
to minimize energy consumption and to realize more environment friendly production.  

It is observed that there are more single-objective HFS articles compared to multi-objective articles in the literature. At this 
point, it is possible to say that there is an opportunity in the multi-objective scheduling problems. Makespan, total tardiness, 
and total earliness are the most utilized criteria in HFSPs. At this point, we can infer that effective system utilization and 
customer satisfaction are mostly aimed to provide in the included articles. 

As we mentioned before, 172 HFS articles which utilize a mathematical model to express the scheduling problem have been 
analyzed in this review paper. Although mathematical models can be solved for small-sized instances, it is required to apply 
heuristic or metaheuristic algorithms to obtain solutions for real-size problems in a reasonable time. MIP and ε-constraint 
methods are utilized to obtain exact solutions for single-objective and multi-objective HFSPs respectively. Full enumeration 
method, iterative relaxation algorithm and B&B algorithm can be ranked as other exact algorithms. Metaheuristics are the 
most applied solution methods as single or hybrid to cope with HFSPs since these problems  are in the NP-hard class of 
optimization problems. While 42 different metaheuristics have been utilized in 172 articles, GA is the most applied one. SA, 
PSO, VNS, ACO, and ABC follow it respectively and besides NSGA-II is the most utilized metaheuristic to solve multi-
objective HFSPs. Hybrid metaheuristics combining metaheuristic algorithms with other methods (metaheuristic, heuristic or 
another method) has become common in recent years in order to obtain better solutions. Due to the importance of initial 
solutions on the final solutions, heuristics or specific rules are utilized with metaheuristics to obtain initial solutions.  

Since the scheduling problems have distinctive constraints and parameters BPs could not be generally utilized for HFSPs and 
therefore RGTPs are the most utilized test instances. Different real-life HFSPs are located in the literature from various 
industries such as steel, electronic and automotive. On the other hand, despite the common usage of deterministic parameters, 
processing times, setup times and due dates can be more utilized as stochastic or fuzzy parameters to cope with uncertainties 
in the scheduling environment and to obtain more realistic results. 

As a result of this systematic, extensive, and updated analysis of HFS literature, it is possible to say that due to increasing 
importance of cleaner production and energy-oriented scheduling concepts utilization of energy-related constraints and 
environment-related criteria can be beneficial for acceptance of publication. That is, multi-objective problems which handle 
more than one of completion time-based, due date-based, environment-related and cost-based criteria simultaneously can be 
more acceptable in today's competitive manufacturing conditions. Distributed scheduling has become popular in the HFS 
literature recently. Besides, stochastic or fuzzy parameters can be utilized in order to  obtain more realistic results. New 
versions of metaheuristics can be suggested to obtain better solutions in terms of objective value and computational time. 
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Moreover, it is obviously seen that the usage of environment-related criteria such as TEC and TECC increases day by day due 
to the importance of cleaner production. 

 
Appendix A  

Abbreviations of algorithms existing in Section 3.2 
Abbrevation Expansion Abbrevation Expansion 

ABC Artificial Bee Colony ILS Iterated Local Search 
ACO Ant Colony Optimization IPG Iterated Pareto Greedy 
AIS Artificial Immune System LR Lagrangian Relaxation 
ALO Ant Lion Optimization MBO Migrating Birds Optimization 

B&B Branch and Bound Algorithm MOEA/D Multiobjective Evolutionary Algorithm  
Based on Decomposition 

BBO Biogeography Based Optimization MVO Multi-verse Optimizer 
BSO Brain Storm Optimization NEH Nawaz, Enscore and Ham 

CCABC Cooperative Coevolutionary  
Artificial Bee Colony NRGA Nondominated Ranking Genetic Algorithm 

CS Cuckoo Search NSGA-II Nondominated Sorting Genetic Algorithm II 
DE Differential Evolution NSGA-III Nondominated Sorting Genetic Algorithm III 

EDA Estimation of Distribution Algorithm PSO Particle Swarm Optimization 
FA Firefly Algorithm QIA Quantum Immune Algorithm 

FFO Fruit Fly Optimization RKGA Random Key Genetic Algorithm 
GA Genetic Algorithm ROA Rider Optimization Algorithm 

GRASP Greedy Randomized  
Adaptive Search Procedure SA Simulated Annealing 

GS Gravitational Search SFLA Shuffled Frog Leaping Algorithm 
GWO Grey Wolf Optimizer SPEA-II Strength Pareto Evolutionary Algorithm II 

IA Immune Algorithm SPT Shortest Processing Time 
IBLS Iterative Backward List Scheduling TLBO Teaching Learning Based Optimization 
ICA Imperialist Competitive Algorithm VNS Variable Neighborhood Search 
IG Iterated Greedy WFA Water Flow Algorithm 
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