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 In recent years, supply chain management is known as the key factor for achieving competitive 
advantage. Better customer service, revenue improvement and cost reduction are the results of 
this philosophy. Organizations can manage the performance of their firms by appropriate goal 
setting, identifying criteria and continuous performance measurement, which creates a good view 
for the business circumstances. Developing and defining appropriate indicators at different levels 
of chain is necessary for implementing a performance measurement system. In this study, we 
propose a new method to determine the measurement indicators and strategies of the company 
in term of balanced scorecard. The study is a combination of balanced scorecard, path analysis, 
evolutionary game theory and cooperative game theory for strategic planning. The study offers 
an appropriate program for future activities of organizations and determines the present status of 
the firm. The implementation of the proposed method is introduced for a food producer and the 
results are analyzed. 
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1. Introduction  
 
A supply chain is one of the most essential parts of business management for designing services from 
suppliers to customers. In supply chains with multiple vendors, manufacturers, distributors and retailers, 
performance measurement is difficult due to the challenges involved in the attribution of performance 
results to any other element of the chain. Performance measurement in supply chains becomes more 
difficult for additional reasons, especially since the analysis consists of numerous tiers within the chain 
itself. Performance measurement is important for managing the supply chain and increasing its 
effectiveness and efficiency. Decision-makers in supply chains usually focus on defining indices, which 
are quantitative. The primary purpose of this paper is to use a new method for performance measurement 
by combining balanced scorecard, path analysis, cooperative game theory and evolutionary game theory 
through an operational management perspective to demonstrate how these perspectives complement each 
other to increase efficiency. The study also suggests a strategy in supply chain focusing on a 12 period 
of six months project to develop performance measurement systems in the TAYHOO Company, which 
is the production and distribution factory in food industries. 
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The rest of this paper is organized as follows: A literature review of the performance measurement in the 
supply chain, the balanced scorecard, path analysis, cooperative game theory and evolutionary game 
theory are first presented. Next, the proposed framework for the analysis of supply chain performance 
management and a systematic approach for assigning priorities to different perspectives, based on 
balanced scorecard (BSC) are given. The study discusses an illustrative application of the proposed 
methodology by applying it for a case study and the results are analyzed. Upon conclusion we shall 
discuss the findings and suggest implications that this study has on measuring performance of the chain 
supply. 
 
2. Literature review 
 
This section reviews the literature on BSC systems, path analysis, cooperative game theory and one of 
the important concepts of this type of games called shapely value.  We also focus on a four-person game 
based on BSC that complete our method. 
 
2.1. Balanced Scorecard 
 
Kaplan and Norton (1992, 2004) are believed to be the first who introduced balanced scorecard (BSC). 
BSC comprises of four perspectives of learning and growth, internal processes, customers, and finance. 
BSC seeks to offer managers a system that would help them turn strategy into action. This system 
arranges the vision of the organization into action (Kaplan & Norton, 2006). Presently, a large number 
of organizations are currently successfully using BSC. According to Koning (2004) 60% of the 500 
largest organizations in Fortune use BSC. Gumbus (2005) also mentions that in 2005, 64% of American 
Companies use BSC for performance evaluation. There is a considerable evidence that organizations are 
increasingly adopting BSC in their strategic processes. The BSC has many benefits for organization some 
of which include: 
 

1. Only a few measures or performance indicators need to be checked at any one time (Neely, 1998). 
2. Serving as a bridge between different fields (financial and nonfinancial fields) (Kaplan & Norton, 

1996). 
3. Drawing on causal loop diagrams for improving strategic plans (Kaplan & Norton, 1996; Li et al., 

2009). 
4. Improving the management of information in organizations (Huang, 2009; Bobillo et al., 2009). 

 
Fig. 1 shows a scheme of the BSC model originally proposed by Kaplan and Norton in 1996. The BSC 
has been widely investigated in literature. Yang and Tung (2006) used BSC to evaluate the performance 
of some hospitals. Also this method have used for the evaluation of power generation from fossil fuels 
by Razmi et al. (2008). Cebeci (2009) used this system to help implement ERP systems in textile industry 
in Taiwan. Lee and colleagues (2008) used the BSC approach to evaluate IT department of manufactured 
companies in Taiwan. Kanji (2002) used BSC for assessing business models. Bhagwat and Sharma 
(2007) with a review of previous studies assessing the performance of the supply chain, including the 
papers of Gunasekaran et al. (2004), began to collect important criteria in evaluating supply chain 
performance. First, they derived the criteria into two categories of financial and non-financial. In this 
paper, after reviewing the literature, a general framework of indicators was provided to assess overall 
supply chain performance in terms of four criteria BSC. After presenting the general framework, these 
criteria have been measured in three small and medium enterprises in India.  
 
The BSC has been widely investigated in literature (Chia et al., 2009), but little attention has been paid 
by researchers to its adoption in the food industry: among these, it is possible to cite Cardemil-Katuranic 
and Shadbolt (2006), which adopted a case study methodology to research how an agricultural (kiwifruit) 
co-operative in New Zealand could implement a BSC. Bigliardi and Bottani (2010) by using studies of 
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Bhagwat and Sharma presented a general framework of the BSC measures for food industries supply 
chain. We use this framework for our method in this paper. 
 
Balanced Scorecard is defined as a cause and effect model to determine in what indicators the 
organization is leading or in what indicators the organization has a low performance. Balanced Scorecard 
assumes that the causal relationships are established among the four perspectives of organizational 
learning and growth, internal process perspective, customer perspective and the financial perspective 
(Kaplan & Norton 1996). These relationships are very important because, unlike traditional methods, 
they allow managers to measure performance based on non-financial criteria and use them to predict 
organizational financial performance. On the other hand, each cause and effect relationship requires a 
time interval between cause and its effect. Thus, it is very difficult to create real relationships between 
all the considered aspects. Different methods have been used for establishing this relationship, including 
the use of key performance indicator and mathematical modelling. Here, the use of multivariate analysis 
methods such as path analysis can be a more reliable technique. 

 

2.2. Path analysis 
 

Path analysis is a multivariate analysis method that are used for reviewing a set of relationships that form 
the linear causal models shown. This method was presented for the first time by Sewel Right to explain 
casual relationships of genetic population. He used this model to study the direct and indirect effects of 
cause variables to effect variables. Advantages of path analysis compared with other methods such as 
regression, is: Utility of integrated models of coefficients test rather individually coefficient test, ability 
of test models with multiple correlation between coefficients. 
 

Huang et al. (2007) used the system for evaluating effective communication in the field of biomedical 
engineering. Kanji and e Sá (2002) used path analysis for business scorecard analysis that presented by 
Kanji.  Their method is unable to determine the inter-relationships between each of the existing 
framework because they had used cross partial data.  Burney et al. (2009) approach has been used in this 
study that they used multivariate path analysis method with longitudinal data for analysis of 
organizational factors. They considered drawing the causal relationships after identifying the effective 
components. Then, first step relations were examined by assuming statistical under the two-sided t-test. 
In the end correlation values are desired by regression. 

 

2.3. Cooperative Game Theory 
 

Game theory involves a significant part of decision making process under uncertainty conditions. 
Following its introduction, Game theory was developed by Emily Bourl and Van Noman, although it is 
not exactly clear that who should be introduced as the founder of the theory. For each game, three factors 
are necessary: 
 

a) Players 
b) Players’ strategies that are allowed under rules of the game 
c) Utilities or results 
 

In this study, the main approach uses a game with n players and balanced scorecard. Hence, in this 
section, we try to focus on this type of game and wish to become more familiar with its basic concepts. 
Consider a limited number of players (n) shown by a set like ൌ ሺ1,2,3,⋯ , ݊ሻ . Each subset ܭ ⊆ ܰ of this 
set is called a coalition. ܰ/ܭ	is used to display the supplementary set of K in N or ܭ ⊆ ܰ which refers 
to players who are not in the coalition of K . Suppose the coalition with K persons can earn the amount 
of maximum guaranteed points, V (K ) . We call V (K ) a property function, which is defined in terms of 
ܭ ⊆ ܰ. This function will satisfy the following properties: 
 

1. ܸሺ∅ሻ ൌ 0; 
 
2. For all ܭ, ܮ ⊆ ܰ that ܭ ൒ ܮ ് ∅, we have ܸሺܭ ∪ ሻܮ ൒ ܸሺܭሻ ൅ ܸሺܮሻ; 
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The first property states that the value of an empty coalition is equal to zero. The second one is called 
additive property and states that the value of a coalition composed of two components is at least equal to 
their total individual values. Many types of solution concepts have been proposed in the literature for n-
player cooperative games. One important solution, which is proposed by Shapely in1953, is known as 
Shapely value. The Shapley value indicates the relative benefit that accrues to each player in a coalition. 
However, we note that the value applies to transferable utility (games with side paying). Shapely value 
in non-transferable utility was presented by Shapely in 1969 and extended more by Mashler and Owen 
in 1992. Suppose that G(n) is the set of all games (all possible property functions) with n players.  Shapely 
value of ψ is a mapping	߰ ∶ ሺ݊ሻܩ →  that satisfies the (௡ is an n-dimensional Euclidean spaceܧ) ௡ܧ
following conditions: 
 

1. Symmetry: If players i, j are replaced in a particular game, V , then߰ݒ௜ ൌ  ௝ݒ߰
 .௜ shows the reward obtained by person i in game V under Shapely valueݒ߰
2. Performance: ∑ ௜ݒ߰

௡
௜ୀଵ ൌ ܸሺ݊ሻ  

3. Additive: ߰ሺݒ ൅ ݄ሻ௜ ൌ ௜ݒ߰ ൅ ݄߰௜ 
4. Void player: ߰ݒ∅ ൌ 0 
In 1953, Shapely showed that ψ is unique and proved the following theorem: 
 

௜ݒ߰ ൌ
1
݊!
෍ሾܸሺܭ௜ ∪ ሼ݅ሽሻ െ ܸሺܭ௜ሻሿ
ெ

 (1)

 
where n different transforms ( n! number mode), M changes and i K is a set of players that are placed 
before i in the sequence of M . A proved theorem to calculate the Shapely value when the number of 
coalition K is shown with | K | is as follows: 
 

௜ݒ߰ ൌ ෍
!|ܭ| ሺ݊ െ 1 െ !ሻ|ܭ|

݊!
ሺܸሺܭ ∪ ሼ݅ሽሻ െ ܸሺܭሻሻ.

௄:௜∉௄

 (2) 

 

2.4. Evolutionary Game Theory 
 

Evolutionary game theory arose as a result of the application of game theory to biological evolutionary 
contexts and has since been utilized in other areas of social science such as economics and business (Cai 
& Kock, 2009). Although evolutionary game theory has provided numerous insights in economics, it has 
not yet been applied widely in the context of management due to the presence of three main obstacles or 
limitations of game theory itself described as: 
 
1. The problem of equilibrium selection: Not every game can be seen in the context of a Nash equilibrium 
which makes solving games more difficult. 
 
2. The problem of hyper-rational agents: The traditional theory of games imposes a very high rationality 
requirement upon agents. This limitation is not important for all games. 
 
3. The lack of a dynamic theory in the traditional theory of games: Game theory is not dynamic which is 
very important in modern organizations. Thus evolutionary game theory can be seen, in part, as filling in 
this gap which exists in traditional game theory. 
 
There are two approaches to evolutionary game theory. The first approach derives from the work of 
Maynard Smith and Price (1973) and employs the concept of an evolutionarily stable strategy as the 
principal tool of analysis. The second approach constructs an explicit model of the process by which the 
frequency of strategies changes in the population and studies properties of the evolutionary dynamics 
within that model (Adachi et al., 1991; Alexander & McKenzie, 2000; Gilles, 2009). We use the second 
approach for this paper. 
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3. Methodology  
 
This study seeks to contribute by aiming to help us better understanding of characteristics and processes 
for the design and implementation of enabling performance measurement systems by introducing a new 
approach in defining perspectives of the balanced scorecard for Food industry supply chain management 
(SCM). We aim at using a new method for performance measurement by combining balanced scorecard, 
path analysis, cooperative game theory and evolutionary game theory from an operational management 
perspective to demonstrate how these perspectives complement each other to increase efficiency and how 
to determine the best strategic combination. The overall algorithm of this study is shown in Fig. 1. This 
algorithm consists of four steps. In first step by review on literature of the food supply chains this kind 
of supply chains are identified and analyzed. Then we have identified strategies related to each of the 
criteria by using the BSC. In the next step, we determine cause and effect relationships between the 
strategies defined. For this purpose, the strategic plan will be drawn and relation paths will be defined 
between the strategies of one criteria and the following criteria. After determining strategic paths, weights 
for each of the path are obtained by using Shapely Value. The values obtained in this step are considered 
as input to the Latin square design. In the last step we can choose the best strategies in each criteria by 
using the evolutionary game theory. 
 
 

 

 

 

 

 

 

 

 

 

 

 
 
 

 

 
 
 
 
 
 
 
 
 

Fig. 1. Methodology of study 

Identification and analysis of supply 
chain  

Identify strategies for supply chain 
based on BSC and previous studies 

Previous data collection strategy for 
measuring indicators 

The process of path analysis and 
formulation of hypothesis tests and 
final Strategic Mapping 

Determine the weights of different 
strategic paths 

Latin square design plan for the 
implementation of evolutionary game 
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Table 1  
Latin square for 4 players’ evolutionary game 

 Player 2
1 2 3 

Pl
ay

er
 1

 

1 
Box1(1,1) Box2(1,2) Box3(1,3) Box10(1,1) Box11(1,2) Box12(1,3) Box19(1,1) Box20(1,2) Box21(1,3)
Box4(2,1) Box5(2,2) Box6(2,3) Box13(2,1) Box14(2,2) Box15(2,3) Box22(2,1) Box23(2,2) Box24(2,3)
Box7(3,1) Box8(3,2) Box9(3,3) Box16(3,1) Box17(3,2) Box18(3,3) Box25(3,1) Box26(3,2) Box27(3,3)

2 
Box28(1,1) Box29(1,2) Box30(1,3) Box37(1,1) Box38(1,2) Box39(1,3) Box46(1,1) Box47(1,2) Box48(1,3)
Box31(2,1) Box32(2,2) Box33(2,3) Box40(2,1) Box41(2,2) Box42(2,3) Box49(2,1) Box50(2,2) Box51(2,3)
Box34(3,1) Box35(3,2) Box36(3,3) Box43(3,1) Box44(3,2) Box45(3,3) Box52(3,1) Box53(3,2) Box54(3,3)

3 
Box55(1,1) Box56(1,2) Box57(1,3) Box64(1,1) Box65(1,2) Box66(1,3) Box73(1,1) Box74(1,2) Box75(1,3)
Box58(2,1) Box59(2,2) Box60(2,3) Box67(2,1) Box68(2,2) Box69(2,3) Box76(2,1) Box77(2,2) Box78(2,3)
Box61(3,1) Box62(3,2) Box63(3,3) Box70(3,1) Box71(3,2) Box72(3,3) Box79(3,1) Box80(3,2) Box81(3,3)

 
Table 2  
Boxes of Latin square for 4 players’ evolutionary game 

 

Player 2 
1 2 3 

Pl
ay

er
 1

 

1 

Player 3 (1) 
Player 4 (1) 

Player 3 (1) 
Player 4 (2) 

Player 3 (1) 
Player 4 (3) 

Player 3 (1) 
Player 4 (1)

Player 3 (1) 
Player 4 (2)

Player 3 (1) 
Player 4 (3)

Player 3 (1) 
Player 4 (1) 

Player 3 (1) 
Player 4 (2) 

Player 3 (1) 
Player 4 (3)

Player 3 (2) 
Player 4 (1) 

Player 3 (2) 
Player 4 (2) 

Player 3 (2) 
Player 4 (3) 

Player 3 (2) 
Player 4 (1)

Player 3 (2) 
Player 4 (2)

Player 3 (2) 
Player 4 (3)

Player 3 (2) 
Player 4 (1) 

Player 3 (2) 
Player 4 (2) 

Player 3 (2) 
Player 4 (3)

Player 3 (3) 
Player 4 (1) 

Player 3 (3) 
Player 4 (2) 

Player 3 (3) 
Player 4 (3) 

Player 3 (3) 
Player 4 (1)

Player 3 (3) 
Player 4 (2)

Player 3 (3) 
Player 4 (3)

Player 3 (3) 
Player 4 (1) 

Player 3 (3) 
Player 4 (2) 

Player 3 (3) 
Player 4 (3)

2 

Player 3 (1) 
Player 4 (1) 

Player 3 (1) 
Player 4 (2) 

Player 3 (1) 
Player 4 (3) 

Player 3 (1) 
Player 4 (1)

Player 3 (1) 
Player 4 (2)

Player 3 (1) 
Player 4 (3)

Player 3 (1) 
Player 4 (1) 

Player 3 (1) 
Player 4 (2) 

Player 3 (1) 
Player 4 (3)

Player 3 (2) 
Player 4 (1) 

Player 3 (2) 
Player 4 (2) 

Player 3 (2) 
Player 4 (3) 

Player 3 (2) 
Player 4 (1)

Player 3 (2) 
Player 4 (2)

Player 3 (2) 
Player 4 (3)

Player 3 (2) 
Player 4 (1) 

Player 3 (2) 
Player 4 (2) 

Player 3 (2) 
Player 4 (3)

Player 3 (3) 
Player 4 (1) 

Player 3 (3) 
Player 4 (2) 

Player 3 (3) 
Player 4 (3) 

Player 3 (3) 
Player 4 (1)

Player 3 (3) 
Player 4 (2)

Player 3 (3) 
Player 4 (3)

Player 3 (3) 
Player 4 (1) 

Player 3 (3) 
Player 4 (2) 

Player 3 (3) 
Player 4 (3)

3 

Player 3 (1) 
Player 4 (1) 

Player 3 (1) 
Player 4 (2) 

Player 3 (1) 
Player 4 (3) 

Player 3 (1) 
Player 4 (1)

Player 3 (1) 
Player 4 (2)

Player 3 (1) 
Player 4 (3)

Player 3 (1) 
Player 4 (1) 

Player 3 (1) 
Player 4 (2) 

Player 3 (1) 
Player 4 (3)

Player 3 (2) 
Player 4 (1) 

Player 3 (2) 
Player 4 (2) 

Player 3 (2) 
Player 4 (3) 

Player 3 (2) 
Player 4 (1)

Player 3 (2) 
Player 4 (2)

Player 3 (2) 
Player 4 (3)

Player 3 (2) 
Player 4 (1) 

Player 3 (2) 
Player 4 (2) 

Player 3 (2) 
Player 4 (3)

Player 3 (3) 
Player 4 (1) 

Player 3 (3) 
Player 4 (2) 

Player 3 (3) 
Player 4 (3) 

Player 3 (3) 
Player 4 (1)

Player 3 (3) 
Player 4 (2)

Player 3 (3) 
Player 4 (3)

Player 3 (3) 
Player 4 (1) 

Player 3 (3) 
Player 4 (2) 

Player 3 (3) 
Player 4 (3)

 
We use a 4 player game in this study. Each player proposed in this study has three strategic options. Each 
strategy is mutually exclusive, meaning only one can be chosen at any given time. Therefore there will 
be 81 possibilities of interaction (3×3×3×3). These interactions will be arranged in four distinct boxes of 
Table 1 and Table 2. We propose interaction among the different strategic agents of the scorecard as 
players providing a methodology for collaboration among different players to reduce any inconsistencies 
and implement a four-person cooperative evolutionary game theory as a new concept in game theory 
concept. Mathematical equations are used for concepts of the evolutionary game theory. Let Pi proportion 
of population that selected boxed ith. Furthermore, let Wji denote the average fitness of strategy ith for 
player jth, respectively, and let ഥܹ௜ denote the average fitness of the entire population. Furthermore, 
suppose that each individual in the population has an initial fitness of Fjk that explain of value of strategy 
kth selected by player jth. Let ∆ܨሺݏଵ, ,ଶݏ ,ଷݏ  can	ସሻ denote the change in fitness. The values of Wji and ഥܹ௜ݏ
be expressed in terms of the population proportions and payoff values as follows: 

ଵܹ
ଵ ൌ ଵܨ

ଵ ൅ ଵܲ∆ܨሺ1,1,1,1ሻ ൅ ଶܲ∆ܨሺ1,1,1,2ሻ ൅ ଷܲ∆ܨሺ1,1,1,3ሻ ൅ ⋯൅ ଶܲହ∆ܨሺ1,3,3,1ሻ
൅ ଶܲ଺∆ܨሺ1,3,3,2ሻ ൅ ଶܲ଻∆ܨሺ1,3,3,3ሻ  (3)

The above equation has been chosen for the first player when the first strategy is achieved. Following 
this equation, the first player with the first strategy is assumed constant. All other compounds are 
identified similar to the above equation. Accordingly, the next equations are: 
 

ଶܹ
ଵ ൌ ଶܨ

ଵ ൅ ଶ଼ܲ∆ܨሺ2,1,1,1ሻ ൅ ଶܲଽ∆ܨሺ2,1,1,2ሻ ൅ ଷܲ଴∆ܨሺ2,1,1,3ሻ ൅ ⋯൅ ହܲଶ∆ܨሺ2,3,3,1ሻ
൅ ହܲଷ∆ܨሺ2,3,3,2ሻ ൅ ହܲସ∆ܨሺ2,3,3,3ሻ  (4)

ଷܹ
ଵ ൌ ଷܨ

ଵ ൅ ହܲହ∆ܨሺ3,1,1,1ሻ ൅ ହܲ଺∆ܨሺ3,1,1,2ሻ ൅ ହܲ଻∆ܨሺ3,1,1,3ሻ ൅ ⋯൅ ଻ܲଽ∆ܨሺ3,3,3,1ሻ
൅ ଼ܲ ଴∆ܨሺ3,3,3,2ሻ ൅ ଼ܲ ଵ∆ܨሺ3,3,3,3ሻ (5)
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ଵܹ
ଶ ൌ ଵܨ

ଶ ൅ ଵܲ∆ܨሺ1,1,1,1ሻ ൅ ଶܲ∆ܨሺ1,1,1,2ሻ ൅ ଷܲ∆ܨሺ1,1,1,3ሻ ൅ ⋯൅ ଽܲ∆ܨሺ1,1,3,3ሻ
൅ ଶ଼ܲ∆ܨሺ2,1,1,1ሻ ൅ ଶܲଽ∆ܨሺ2,1,1,2ሻ ൅ ⋯൅ ଷܲ଺∆ܨሺ2,1,3,3ሻ ൅ ହܲହ∆ܨሺ3,1,1,1ሻ
൅ ⋯൅ ଺ܲଶ∆ܨሺ3,1,3,2ሻ ൅ ଺ܲଷ∆ܨሺ3,1,3,3ሻ (6)

ଶܹ
ଶ ൌ ଶܨ

ଶ ൅ ଵܲ଴∆ܨሺ1,2,1,1ሻ ൅ ଵܲଵ∆ܨሺ1,2,1,2ሻ ൅ ଵܲଶ∆ܨሺ1,2,1,3ሻ ൅ ⋯൅ ଵ଼ܲ∆ܨሺ1,2,3,3ሻ
൅ ଷܲ଻∆ܨሺ2,2,1,1ሻ ൅ ଷ଼ܲ∆ܨሺ2,2,1,2ሻ ൅ ⋯൅ ସܲହ∆ܨሺ2,2,3,3ሻ ൅ ଺ܲସ∆ܨሺ3,2,1,1ሻ
൅ ⋯൅ ଻ܲଵ∆ܨሺ3,2,3,2ሻ ൅ ଻ܲଶ∆ܨሺ3,2,3,3ሻ (7)

ଷܹ
ଶ ൌ ଷܨ

ଶ ൅ ଵܲଽ∆ܨሺ1,3,1,1ሻ ൅ ଶܲ଴∆ܨሺ1,3,1,2ሻ ൅ ଶܲଵ∆ܨሺ1,3,1,3ሻ ൅ ⋯൅ ଶܲ଻∆ܨሺ1,3,3,3ሻ
൅ ସܲ଺∆ܨሺ2,3,1,1ሻ ൅ ସܲ଻∆ܨሺ2,3,1,2ሻ ൅ ⋯൅ ହܲସ∆ܨሺ2,3,3,3ሻ ൅ ଻ܲଷ∆ܨሺ3,3,1,1ሻ
൅ ⋯൅ ଼ܲ ଴∆ܨሺ3,3,3,2ሻ ൅ ଼ܲ ଵ∆ܨሺ3,3,3,3ሻ (8)

ଵܹ
ଷ ൌ ଵܨ

ଷ ൅ ଵܲ∆ܨሺ1,1,1,1ሻ ൅ ଶܲ∆ܨሺ1,1,1,2ሻ ൅ ଷܲ∆ܨሺ1,1,1,3ሻ ൅ ଵܲ଴∆ܨሺ1,2,1,1ሻ
൅ ଵܲଵ∆ܨሺ1,2,1,2ሻ ൅ ଵܲଶ∆ܨሺ1,2,1,3ሻ ൅ ଵܲଽ∆ܨሺ1,3,1,1ሻ ൅ ଶܲ଴∆ܨሺ1,3,1,2ሻ
൅ ଶܲଵ∆ܨሺ1,3,1,3ሻ ൅ ଶ଼ܲ∆ܨሺ2,1,1,1ሻ ൅ ଶܲଽ∆ܨሺ2,1,1,2ሻ ൅ ଷܲ଴∆ܨሺ2,1,1,2ሻ
൅ ଷܲ଻∆ܨሺ2,2,1,1ሻ ൅ ଷ଼ܲ∆ܨሺ2,2,1,2ሻ ൅ ଷܲଽ∆ܨሺ2,2,1,3ሻ ൅ ସܲ଺∆ܨሺ2,3,1,1ሻ
൅ ସܲ଻∆ܨሺ2,3,1,2ሻ ൅ ସ଼ܲ∆ܨሺ2,3,1,3ሻ ൅ ହܲହ∆ܨሺ3,1,1,1ሻ ൅ ହܲ଺∆ܨሺ3,1,1,2ሻ
൅ ହܲ଻∆ܨሺ3,1,1,3ሻ ൅ ଺ܲସ∆ܨሺ3,2,1,1ሻ ൅ ଺ܲହ∆ܨሺ3,2,1,2ሻ ൅ ଺ܲ଺∆ܨሺ3,2,1,3ሻ
൅ ଻ܲଷ∆ܨሺ3,3,1,1ሻ ൅ ଻ܲସ∆ܨሺ3,3,1,2ሻ ൅ ଻ܲହ∆ܨሺ3,3,1,3ሻ (9)

ଶܹ
ଷ ൌ ଶܨ

ଷ ൅ ସܲ∆ܨሺ1,1,2,1ሻ ൅ ହܲ∆ܨሺ1,1,2,2ሻ ൅ ଺ܲ∆ܨሺ1,1,2,3ሻ ൅ ଵܲଷ∆ܨሺ1,2,2,1ሻ
൅ ଵܲସ∆ܨሺ1,2,2,2ሻ ൅ ଵܲହ∆ܨሺ1,2,2,3ሻ ൅ ଶܲଶ∆ܨሺ1,3,2,1ሻ ൅ ଶܲଷ∆ܨሺ1,3,2,2ሻ
൅ ଶܲସ∆ܨሺ1,3,2,3ሻ ൅ ଷܲଵ∆ܨሺ2,1,2,1ሻ ൅ ଷܲଶ∆ܨሺ2,1,2,2ሻ ൅ ଷܲଷ∆ܨሺ2,1,2,2ሻ
൅ ସܲ଴∆ܨሺ2,2,2,1ሻ ൅ ସܲଵ∆ܨሺ2,2,2,2ሻ ൅ ସܲଶ∆ܨሺ2,2,2,3ሻ ൅ ସܲଽ∆ܨሺ2,3,2,1ሻ
൅ ହܲ଴∆ܨሺ2,3,2,2ሻ ൅ ହܲଵ∆ܨሺ2,3,2,3ሻ ൅ ହ଼ܲ∆ܨሺ3,1,2,1ሻ ൅ ହܲଽ∆ܨሺ3,1,2,2ሻ
൅ ଺ܲ଴∆ܨሺ3,1,2,3ሻ ൅ ଺ܲ଻∆ܨሺ3,2,2,1ሻ ൅ ଺଼ܲ∆ܨሺ3,2,2,2ሻ ൅ ଺ܲଽ∆ܨሺ3,2,2,3ሻ
൅ ଻ܲ଺∆ܨሺ3,3,2,1ሻ ൅ ଻ܲ଻∆ܨሺ3,3,2,2ሻ ൅ ଻଼ܲ∆ܨሺ3,3,2,3ሻ (10)

ଷܹ
ଷ ൌ ଷܨ

ଷ ൅ ଻ܲ∆ܨሺ1,1,3,1ሻ ൅ ଼ܲ ሺ1,1,3,2ሻܨ∆ ൅ ଽܲ∆ܨሺ1,1,3,3ሻ ൅ ଺ܲ∆ܨሺ1,2,3,1ሻ
൅ ଵܲ଻∆ܨሺ1,2,3,2ሻ ൅ ଵ଼ܲ∆ܨሺ1,2,3,3ሻ ൅ ଶܲହ∆ܨሺ1,3,3,1ሻ ൅ ଶܲ଺∆ܨሺ1,3,3,2ሻ
൅ ଶܲ଻∆ܨሺ1,3,3,3ሻ ൅ ଷܲସ∆ܨሺ2,1,3,1ሻ ൅ ଷܲହ∆ܨሺ2,1,3,2ሻ ൅ ଷܲ଺∆ܨሺ2,1,3,2ሻ
൅ ସܲଷ∆ܨሺ2,2,3,1ሻ ൅ ସܲସ∆ܨሺ2,2,3,2ሻ ൅ ସܲହ∆ܨሺ2,2,3,3ሻ ൅ ହܲଶ∆ܨሺ2,3,3,1ሻ
൅ ହܲଷ∆ܨሺ2,3,3,2ሻ ൅ ହܲସ∆ܨሺ2,3,3,3ሻ ൅ ଺ܲଵ∆ܨሺ3,1,3,1ሻ ൅ ଺ܲଶ∆ܨሺ3,1,3,2ሻ
൅ ଺ܲଷ∆ܨሺ3,1,3,3ሻ ൅ ଻ܲ଴∆ܨሺ3,2,3,1ሻ ൅ ଻ܲଵ∆ܨሺ3,2,3,2ሻ ൅ ଻ܲଶ∆ܨሺ3,2,3,3ሻ
൅ ଻ܲଽ∆ܨሺ3,3,3,1ሻ ൅ ଼ܲ ଴∆ܨሺ3,3,3,2ሻ ൅ ଼ܲ ଵ∆ܨሺ3,3,3,3ሻ (11)

ଵܹ
ସ ൌ ଵܨ

ସ ൅ ଵܲ∆ܨሺ1,1,1,1ሻ ൅ ସܲ∆ܨሺ1,1,2,1ሻ ൅ ଻ܲ∆ܨሺ1,1,3,1ሻ ൅ ଵܲ଴∆ܨሺ1,2,1,1ሻ
൅ ଵܲଷ∆ܨሺ1,2,2,1ሻ ൅ ଵܲ଺∆ܨሺ1,2,3,1ሻ ൅ ଵܲଽ∆ܨሺ1,3,1,1ሻ ൅ ଶܲଶ∆ܨሺ1,3,2,1ሻ
൅ ଶܲହ∆ܨሺ1,3,3,1ሻ ൅ ଶ଼ܲ∆ܨሺ2,1,1,1ሻ ൅ ଷܲଵ∆ܨሺ2,1,2,1ሻ ൅ ଷܲସ∆ܨሺ2,1,3,1ሻ
൅ ଷܲ଻∆ܨሺ2,2,1,1ሻ ൅ ସܲ଴∆ܨሺ2,2,2,1ሻ ൅ ସܲଷ∆ܨሺ2,2,3,1ሻ ൅ ସܲ଺∆ܨሺ2,3,1,1ሻ
൅ ସܲଽ∆ܨሺ2,3,2,1ሻ ൅ ହܲଶ∆ܨሺ2,3,3,1ሻ ൅ ହܲହ∆ܨሺ3,1,1,1ሻ ൅ ହ଼ܲ∆ܨሺ3,1,2,1ሻ
൅ ଺ܲଵ∆ܨሺ3,1,3,1ሻ ൅ ଺ܲସ∆ܨሺ3,2,1,1ሻ ൅ ଺ܲ଻∆ܨሺ3,2,2,1ሻ ൅ ଻ܲ଴∆ܨሺ3,2,3,1ሻ
൅ ଻ܲଷ∆ܨሺ3,3,1,1ሻ ൅ ଻ܲ଺∆ܨሺ3,3,2,1ሻ ൅ ଻ܲଽ∆ܨሺ3,3,3,1ሻ (12)

ଶܹ
ସ ൌ ଶܨ

ସ ൅ ଶܲ∆ܨሺ1,1,1,2ሻ ൅ ହܲ∆ܨሺ1,1,2,2ሻ ൅ ଼ܲ ሺ1,1,3,2ሻܨ∆ ൅ ଵܲଵ∆ܨሺ1,2,1,2ሻ
൅ ଵܲସ∆ܨሺ1,2,2,2ሻ ൅ ଵܲ଻∆ܨሺ1,2,3,2ሻ ൅ ଶܲ଴∆ܨሺ1,3,1,2ሻ ൅ ଶܲଷ∆ܨሺ1,3,2,2ሻ
൅ ଶܲ଺∆ܨሺ1,3,3,2ሻ ൅ ଶܲଽ∆ܨሺ2,1,1,2ሻ ൅ ଷܲଶ∆ܨሺ2,1,2,2ሻ ൅ ଷܲହ∆ܨሺ2,1,3,2ሻ
൅ ଷ଼ܲ∆ܨሺ2,2,1,2ሻ ൅ ସܲଵ∆ܨሺ2,2,2,2ሻ ൅ ସܲସ∆ܨሺ2,2,3,2ሻ ൅ ସܲ଻∆ܨሺ2,3,1,2ሻ
൅ ହܲ଴∆ܨሺ2,3,2,2ሻ ൅ ହܲଷ∆ܨሺ2,3,3,2ሻ ൅ ହܲ଺∆ܨሺ3,1,1,2ሻ ൅ ହܲଽ∆ܨሺ3,1,2,2ሻ
൅ ଺ܲଶ∆ܨሺ3,1,3,2ሻ ൅ ଺ܲହ∆ܨሺ3,2,1,2ሻ ൅ ଺଼ܲ∆ܨሺ3,2,2,2ሻ ൅ ଻ܲଵ∆ܨሺ3,2,3,2ሻ
൅ ଻ܲସ∆ܨሺ3,3,1,2ሻ ൅ ଻ܲ଻∆ܨሺ3,3,2,2ሻ ൅ ଼ܲ ଴∆ܨሺ3,3,3,2ሻ (13)

ଷܹ
ସ ൌ ଷܨ

ସ ൅ ଷܲ∆ܨሺ1,1,1,3ሻ ൅ ଺ܲ∆ܨሺ1,1,2,3ሻ ൅ ଽܲ∆ܨሺ1,1,3,3ሻ ൅ ଵܲଶ∆ܨሺ1,2,1,3ሻ
൅ ଵܲହ∆ܨሺ1,2,2,3ሻ ൅ ଵ଼ܲ∆ܨሺ1,2,3,3ሻ ൅ ଶܲଵ∆ܨሺ1,3,1,3ሻ ൅ ଶܲସ∆ܨሺ1,3,2,3ሻ
൅ ଶܲ଻∆ܨሺ1,3,3,3ሻ ൅ ଷܲ଴∆ܨሺ2,1,1,3ሻ ൅ ଷܲଷ∆ܨሺ2,1,2,3ሻ ൅ ଷܲ଺∆ܨሺ2,1,3,3ሻ
൅ ଷܲଽ∆ܨሺ2,2,1,3ሻ ൅ ସܲଶ∆ܨሺ2,2,2,3ሻ ൅ ସܲହ∆ܨሺ2,2,3,3ሻ ൅ ସ଼ܲ∆ܨሺ2,3,1,3ሻ
൅ ହܲଵ∆ܨሺ2,3,2,3ሻ ൅ ହܲସ∆ܨሺ2,3,3,3ሻ ൅ ହܲ଻∆ܨሺ3,1,1,3ሻ ൅ ଺ܲ଴∆ܨሺ3,1,2,3ሻ
൅ ଺ܲଷ∆ܨሺ3,1,3,3ሻ ൅ ଺ܲ଺∆ܨሺ3,2,1,3ሻ ൅ ଺ܲଽ∆ܨሺ3,2,2,3ሻ ൅ ଻ܲଶ∆ܨሺ3,2,3,3ሻ
൅ ଻ܲହ∆ܨሺ3,3,1,3ሻ ൅ ଻଼ܲ∆ܨሺ3,3,2,3ሻ ൅ ଼ܲ ଵ∆ܨሺ3,3,3,3ሻ (14)
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ഥܹଵ ൌ ሺ ଵܲ ൅ ଶܲ ൅ ⋯൅ ଶܲ଻ሻ ଵܹ
ଵ ൅ ሺ ଶ଼ܲ ൅ ଶܲଽ ൅ ⋯൅ ହܲସሻ ଶܹ

ଵ ൅ ሺ ହܲହ ൅ ହܲ଺ ൅ ⋯൅ ଼ܲ ଵሻ ଷܹ
ଵ  (15)

 

Let’s assume that the proportion of the population following the boxed ith in the next generation is related 
to the proportion of the population following the boxed ith in the current generation according to the rule: 
 

ଵܲ
ᇱ ൌ ଵܲ ଵܹ

ଵ

ഥܹଵ
	 , ଶܲ

ᇱ ൌ ଶܲ ଵܹ
ଵ

ഥܹଵ
		 , … , ଶܲ଻

ᇱ ൌ ଶܲ଻ ଵܹ
ଵ

ഥܹଵ
  (16)

ଶ଼ܲ
ᇱ ൌ ଶ଼ܲ ଶܹ

ଵ

ഥܹଵ
	 , ଶܲଽ

ᇱ ൌ ଶܲଽ ଶܹ
ଵ

ഥܹଵ
		 , … , ହܲସ

ᇱ ൌ ହܲସ ଶܹ
ଵ

ഥܹଵ
  (17)

ହܲହ
ᇱ ൌ ହܲହ ଷܹ

ଵ

ഥܹଵ
	 , ହܲ଺

ᇱ ൌ ହܲ଺ ଷܹ
ଵ

ഥܹଵ
		 , … , ଼ܲ ଵ

ᇱ ൌ
଼ܲ ଵ ଷܹ

ଵ

ഥܹଵ
  (18)

We can rewrite these expressions in the following form: 
 

ଵܲ
ᇱ െ ଵܲ ൌ

ଵܲሺ ଵܹ
ଵ െ ഥܹ ሻ
ഥܹଵ

	 , ଶܲ
ᇱ െ ଶܲ ൌ

ଶܲሺ ଵܹ
ଵ െ ഥܹ ሻ
ഥܹଵ

, … , ଶܲ଻
ᇱ െ ଶܲ଻ ൌ

ଶܲ଻ሺ ଵܹ
ଵ െ ഥܹ ሻ
ഥܹଵ

  (19)

ଶ଼ܲ
ᇱ െ ଶ଼ܲ ൌ

ଶ଼ܲሺ ଶܹ
ଵ െ ഥܹ ሻ
ഥܹଵ

	 , ଶܲଽ
ᇱ െ ଶܲଽ ൌ

ଶܲଽሺ ଶܹ
ଵ െ ഥܹ ሻ
ഥܹଵ

, … , ହܲସ
ᇱ െ ହܲସ ൌ

ହܲସሺ ଶܹ
ଵ െ ഥܹ ሻ
ഥܹଵ

  (20)

ହܲହ
ᇱ െ ହܲହ ൌ

ହܲହሺ ଷܹ
ଵ െ ഥܹ ሻ
ഥܹଵ

	 , ହܲ଺
ᇱ െ ହܲ଺ ൌ

ହܲ଺ሺ ଷܹ
ଵ െ ഥܹ ሻ
ഥܹଵ

, … , ଼ܲ ଵ
ᇱ െ ଼ܲ ଵ ൌ

଼ܲ ଵሺ ଷܹ
ଵ െ ഥܹ ሻ
ഥܹଵ

  (21)

We assume that small difference is in the strategy frequency from one generation to the next are small: 
 
݀ ଵܲ

ݐ݀
ൌ ଵܲሺ ଵܹ

ଵ െ ഥܹ ሻ
ഥܹଵ

	 ,
݀ ଶܲ

ݐ݀
ൌ ଶܲሺ ଵܹ

ଵ െ ഥܹ ሻ
ഥܹଵ

, … ,
݀ ଶܲ଻

ݐ݀
ൌ ଶܲ଻ሺ ଵܹ

ଵ െ ഥܹ ሻ
ഥܹଵ

 
(22)

݀ ଶ଼ܲ

ݐ݀
ൌ ଶ଼ܲሺ ଶܹ

ଵ െ ഥܹ ሻ
ഥܹଵ

	 ,
݀ ଶܲଽ

ݐ݀
ൌ ଶܲଽሺ ଶܹ

ଵ െ ഥܹ ሻ
ഥܹଵ

, … ,
݀ ହܲସ

ݐ݀
ൌ ହܲସሺ ଶܹ

ଵ െ ഥܹ ሻ
ഥܹଵ

  (23)

݀ ହܲହ

ݐ݀
ൌ ହܲହሺ ଷܹ

ଵ െ ഥܹ ሻ
ഥܹଵ

	 ,
݀ ହܲ଺

ݐ݀
ൌ ହܲ଺ሺ ଷܹ

ଵ െ ഥܹ ሻ
ഥܹଵ

, … ,
଼݀ܲ ଵ

ݐ݀
ൌ
଼ܲ ଵሺ ଷܹ

ଵ െ ഥܹ ሻ
ഥܹଵ

  (24)
 

These equations were to provide continuous dynamics for evolutionary game theory and are known as 
the replicator dynamics. 
 

4. Case study  
 

The proposed method in this paper, as already mentioned, is purposely designed for one of the biggest 
Food Industries in Iran called ‘TAYHOO’. 
 

4.1. Strategic options of Food Industry supply chain in TAYHOO 
 

In this section, we define strategic options in perspective of BSC to TAYHOO. In order to avoid being 
trapped to a high-complicated model, strategic options are limited to three. For this purpose, first areas 
which suit a set of strategies are designed to help extract a lot of studies and interviews with experts in 
the company. At this stage, a total of 25 major strategies were identified. In the next stage, the designed 
questionnaires were bilateral for these prioritized strategies. To this end, 135 questionnaires were 
distributed and 120 were turned in based on which the analysis is performed. Output results that introduce 
strategic priorities and the restrictions specified in each field were limited by only three major strategies. 
Following the analysis of the results, the reliability of the questionnaire was calculated to be 0.73 using 
Cronbach's alpha formula, indicating that the questionnaire had an acceptable reliability index. Finally, 
the default original model was introduced based on strategic issues (see Fig. 2). 
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Table 3  
Result of the questionnaires 

F
ie

ld
 

Factors 
No. of 

Respondent 
Mean  SD 

F
ie

ld
 

Factors 
No. of 

Respondent 
Mean  SD 

F
in

an
ci

al
 

F1 :Reduce the 
volatility of of 

budget 
120 5.850 0.788869 

C
us

to
m

er
 

C1: Develop a plan to 
improve the ordering and 

distribution Leadtime 
120 5.758 1.493766 

F2 :Reduce the cost 
per hour 

120 6.508 0.70413 

C2 :Improving 
accountability and 

responsibility for returning 
faulty goods 

120 5.550 1.442278 

F3 :Improved sales 
than planning 

120 6.358 0.985815 
C3 :Improve customer 

satisfaction 
120 5.783 1.391731 

In
te

rn
al

 P
ro

ce
ss

 

I1 :Reduce planned 
process cycle time 

120 6.275 1.317163 

G
ro

w
th

 a
nd

 L
ea

rn
in

g 

L1 :Make greater use of 
technology tools 

120 4.367 1.105459 

I2 :Reduce purchase 
order cycle time 

120 5.883 1.305952 
L2: Practical training and 

staff development in order 
to distribute tasks 

120 4.633 1.127664 

I3 :Reduce the 
overall cost of 

Inventory 
120 5.708 1.255703 

L3: Developing new ideas 
to improve 

120 4.167 1.070516 

 
 
 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Primary path analysis model 
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4.2. Determine the relationship between strategies by path analysis 
 
To begin this step, measurement indicators must have been set for each strategy. Data on these indicators 
were collected for 12 month period. With this information, we developed the 27 hypothesis tests by two-
sided correlation t test assuming. These hypothesis tests were accomplished among different components 
of path analysis based model mutually. Information about these tests have been given in Table 4. 

 
Table 4  
Result of the two-sided correlation t hypothesis test 

Relative 
Element 

Independent 
Element 

Efficacy Hypothesis t- Value α 
Result of 

Test 

I1 L1 + H1 3.96 0.01 √ 

I2 L1 + H2 4.80 0.01 √ 

I3 L1 + H3 5.78 0.01 √ 

I1 L2 + H4 1.45 ــــــ × 

I2 L2 + H5 4.04 0.01 √ 

I3 L2 + H6 2.18 0.05 √ 

I1 L3 + H7 1.75 ــــــ × 

I2 L3 + H8 1.17 ــــــ × 

I3 L3 + H9 1.88 0.10 √ 

C1 I1 + H10 3.78 0.01 √ 

C2 I1 + H11 0.60 ــــــ × 

C3 I1 + H12 0.83 ــــــ × 

C1 I2 + H13 3.27 0.01 √ 

C2 I2 + H14 2.26 0.05 √ 

C3 I2 + H15 3.01 0.05 √ 

C1 I3 + H16 3.34 0.01 √ 

C2 I3 + H17 1.72 ــــــ × 

C3 I3 + H18 1.89 0.10 √ 

F1 C1 + H19 3.91 0.01 √ 

F2 C1 + H20 5.06 0.01 √ 

F3 C1 + H21 0.85 ــــــ × 

F1 C2 + H22 1.29 ــــــ × 

F2 C2 + H23 2.65 0.05 √ 

F3 C2 + H24 0.22 ــــــ × 

F1 C3 + H25 1.68 ــــــ × 

F2 C3 + H26 2.30 0.05 √ 

F3 C3 + H27 2.12 0.10 √ 
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The final path analysis model is changed as follows. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 

Fig. 3 Final path analysis model 
 
4.3. Calculation of Shapely Value 
 
After validating the desired relationships, we calculated Shapely values among the extracted components 
as a strategy in order for each aspect of balanced scorecard to be considered as a player to determine the 
effectiveness of components in achieving major goals. In the first, we must determine the initial value of 
V(i) , with i as a component, to determine Shapely values of the components based on the drawn path in 
the previous section. To determine this value, we used hierarchical analysis approach in fuzzy mode 
(FAHP). After calculating weights for each component using FAHP method, we will consider these 
values as V(i). Next, we will consider calculated paths to determine the Shapely value for each component 
in the path. The Shapely values of 24 drawn paths are show in Table 5. 
 
After determining paths, we were assisted by experts, calculated the necessary values for determining 
Shapely values. Table 5 presents a detailed specification of the necessary information. After that, based 
on the rules and proven theorem of Shapely value, we calculated these values for each component on the 
respective path. 
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Table 5  
Component of Shapely Value 

V(C1)= 0.145 V(I1)= 0.047 V(L1)= 0.035

L1 → I1 → C1 → F1 
V(L1,C1)= 0.210 V(L1,I1)= 0.116 V(F1)=0.145
V(I1,F1)= 0.238 V(I1,C1)= 0.272 V(L1,F1)= 0.180

V(L1,I1,F1)= 0.455 V(L1,I1,C1)= 0.321 V(C1,F1)= 0.290
V(L1,I1,C1,F1)=1 V(I1,C1,F1)= 0.606 V(L1,C1,F1)= 0.475

V(C1)= 0.145 V(I1)= 0.047 V(L1)=0.035

L1 → I1 → C1 → F2 
V(L1,C1)= 0.210 V(L1,I1)= 0.116 V(F2)= 0.201
V(I1,F2)= 0.350 V(I1,C1)=0.272 V(L1,F2)= 0.311

V(L1,I1,F2)= 0.566 V(L1,I1,C1)= 0.321 V(C1,F2)= 0.378
V(L1,I1,C1,F2)=1 V(I1,C1,F2)=0.589 V(L1,C1,F2)= 0.571

V(C1)= 0.145 V(I2)= 0.066 V(L1)= 0.035

L1 → I2 → C1 → F1 
V(L1,C1)= 0.210 V(L1,I2)= 0.121 V(F1)=0.145
V(I2,F1)= 0.298 V(I2,C1)= 0.232 V(L1,F1)= 0.180

V(L1,I2,F1)= 0.491 V(L1,I2,C1)= 0.378 V(C1,F1)= 0.290
V(L1,I2,C1,F1)=1 V(I2,C1,F1)= 0.534 V(L1,C1,F1)= 0.475

V(C1)= 0.145 V(I2)= 0.066 V(L1)= 0.035

L1 → I2 → C1 → F2 
V(L1,C1)= 0.210 V(L1,I2)= 0.121 V(F2)= 0.201
V(I2,F2)= 0.277 V(I2,C1)= 0.232 V(L1,F2)= 0.311

V(L1,I2,F2)= 0.603 V(L1,I2,C1)= 0.378 V(C1,F2)= 0.378
V(L1,I2,C1,F2)=1 V(I2,C1,F2)= 0.679 V(L1,C1,F2)=0.571

V(C2)= 0.091 V(I2)= 0.066 V(L1)= 0.035

L1 → I2 → C2 → F2 
V(L1,C2)=0.126 V(L1,I2)= 0.121 V(F2)= 0.201
V(I2,F2)= 0.277 V(I2,C2)=0.157 V(L1,F2)= 0.311

V(L1,I2,F2)= 0.603 V(L1,I2,C2)= 0.272 V(C2,F2)= 0.301
V(L1,I2,C2,F2)=1 V(I2,C2,F2)=0.501 V(L1,C2,F2)= 0.462

V(C3)= 0.062 V(I2)= 0.066 V(L1)= 0.035

L1 → I2 → C3 → F2 
V(L1,C3)= 0.097 V(L1,I2)= 0.121 V(F2)= 0.201
V(I2,F2)= 0.277 V(I2,C3)= 0.181 V(L1,F2)= 0.311

V(L1,I2,F2)= 0.603 V(L1,I2,C3)= 0.266 V(C3,F2)= 0.275
V(L1,I2,C3,F2)=1 V(I2,C3,F2)=0.427 V(L1,C3,F2)= 0.421

V(C3)= 0.062 V(I2)= 0.066 V(L1)= 0.035

L1 → I2 → C3 → F3 
V(L1,C3)= 0.097 V(L1,I2)= 0.121 V(F3)= 0.149
V(I2,F3)=0.235 V(I2,C3)= 0.181 V(L1,F3)= 0.201

V(L1,I2,F3)= 0.499 V(L1,I2,C3)= 0.266 V(C3,F3)= 0.240
V(L1,I2,C3,F3)=1 V(I2,C3,F3)= 0.360 V(L1,C3,F3)= 0.369

V(C1)= 0.145 V(I3)= 0.021 V(L1)= 0.035

L1 → I3 → C1 → F1 
V(L1,C1)= 0.210 V(L1,I3)= 0.066 V(F1)=0.145
V(I3,F1)= 0.175 V(I3,C1)= 0.168 V(L1,F1)= 0.180

V(L1,I3,F1)= 0.346 V(L1,I3,C1)= 0.301 V(C1,F1)= 0.290
V(L1,I3,C1,F1)=1 V(I3,C1,F1)= 0.312 V(L1,C1,F1)= 0.475

V(C1)= 0.145 V(I3)= 0.021 V(L1)= 0.035

L1 → I3 → C1 → F2 
V(L1,C1)= 0.210 V(L1,I3)= 0.066 V(F2)= 0.201
V(I3,F2)= 0.272 V(I3,C1)= 0.168 V(L1,F2)= 0.311

V(L1,I3,F2)= 0.458 V(L1,I3,C1)= 0.301 V(C1,F2)= 0.378
V(L1,I3,C1,F2)=1 V(I3,C1,F2)= 0.513 V(L1,C1,F2)=0.571

V(C3)= 0.062 V(I3)= 0.021 V(L1)= 0.035

L1 → I3 → C3 → F2 
V(L1,C3)= 0.097 V(L1,I3)= 0.066 V(F2)= 0.201
V(I3,F2)= 0.272 V(I3,C3)= 0.085 V(L1,F2)= 0.311

V(L1,I3,F2)= 0.458 V(L1,I3,C3)= 0.242 V(C3,F2)= 0.275
V(L1,I3,C3,F2)=1 V(I3,C3,F2)= 0.426 V(L1,C3,F2)= 0.421

V(C3)= 0.062 V(I3)= 0.021 V(L1)= 0.035

L1 → I3 → C3 → F3 
V(L1,C3)= 0.097 V(L1,I3)= 0.066 V(F3)=0.149
V(I3,F3)= 0.170 V(I3,C3)= 0.085 V(L1,F3)=0.201

V(L1,I3,F3)= 0.354 V(L1,I3,C3)= 0.242 V(C3,F3)=0.240
V(L1,I3,C3,F3)=1 V(I3,C3,F3)= 0.348 V(L1,C3,F3)=0.369

V(C1)= 0.145 V(I2)= 0.066 V(L2)= 0.013

L2 → I2 → C1 → F1 
V(L2,C1)= 0.223 V(L2,I2)= 0.080 V(F1)= 0.145
V(I2,F1)= 0.298 V(I2,C1)= 0.232 V(L2,F1)= 0.158

V(L2,I2,F1)= 0.403 V(L2,I2,C1)= 0.386 V(C1,F1)= 0.290
V(L2,I2,C1,F1)=1 V(I2,C1,F1)= 0.534 V(L2,C1,F1)= 0.428
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Table 5  
Component of Shapely Value-continue  

V(C1)= 0.145 V(I2)= 0.066 V(L2)= 0.013

L2 → I2 → C1 → F2 
V(L2,C1)= 0.223 V(L2,I2)= 0.080 V(F2)= 0.201
V(I2,F2)= 0.277 V(I2,C1)= 0.232 V(L2,F2)= 0.216

V(L2,I2,F2)= 0.503 V(L2,I2,C1)= 0.386 V(C1,F2)= 0.378
V(L2,I2,C1,F2)=1 V(I2,C1,F2)= 0.534 V(L2,C1,F2)= 0.538

V(C2)= 0.091 V(I2)= 0.066 V(L2)= 0.013

L2 → I2 → C2 → F2 
V(L2,C2)= 0.138 V(L2,I2)= 0.080 V(F2)= 0.201
V(I2,F2)= 0.277 V(I2,C2)= 0.157 V(L2,F2)= 0.216

V(L2,I2,F2)= 0.503 V(L2,I2,C2)= 0.340 V(C2,F2)= o.301
V(L2,I2,C2,F2)=1 V(I2,C2,F2)= 0.501 V(L2,C2,F2)= 0.431

V(C3)= 0.062 V(I2)= 0.066 V(L2)= 0.013

L2 → I2 → C3 → F2 
V(L2,C3)= 0.075 V(L2,I2)= 0.080 V(F2)= 0.201
V(I2,F2)= 0.277 V(I2,C3)= 0.181 V(L2,F2)= 0.216

V(L2,I2,F2)= 0.503 V(L2,I2,C3)= 0.211 V(C3,F2)= 0.275
V(L2,I2,C3,F2)=1 V(I2,C3,F2)= 0.427 V(L2,C3,F2)= 0.390

V(C3)= 0.062 V(I2)= 0.066 V(L2)= 0.013

L2 → I2 → C3 → F3 
V(L2,C3)= 0.075 V(L2,I2)= 0.080 V(F3)= 0.149
V(I2,F3)= 0.235 V(I2,C3)= 0.181 V(L2,F3)= 0.185

V(L2,I2,F3)= 0.385 V(L2,I2,C3)= 0.211 V(C3,F3)= 0.240
V(L2,I2,C3,F3)=1 V(I2,C3,F3)= 0.360 V(L2,C3,F3)= 0.316

V(C1)= 0.145 V(I3)= 0.021 V(L2)= 0.013

L2 → I3 → C1 → F1 
V(L2,C1)= 0.223 V(L2,I3)= 0.048 V(F1)= 0.145
V(I3,F1)= 0.175 V(I3,C1)= 0.168 V(L2,F1)= 0.158

V(L2,I3,F1)= 0.308 V(L2,I3,C1)= 0.358 V(C1,F1)= 0.290
V(L2,I3,C1,F1)=1 V(I3,C1,F1)= 0.312 V(L2,C1,F1)= 0.428

V(C1)= 0.145 V(I3)= 0.021 V(L2)= 0.013

L2 → I3 → C1 → F2 
V(L2,C1)= 0.223 V(L2,I3)= 0.048 V(F2)= 0.201
V(I3,F2)= 0.272 V(I3,C1)= 0.168 V(L2,F2)= 0.216

V(L2,I3,F2)= 0.470 V(L2,I3,C1)= 0.358 V(C1,F2)= 0.378
V(L2,I3,C1,F2)=1 V(I3,C1,F2)= 0.513 V(L2,C1,F2)= 0.538

V(C3)= 0.062 V(I3)= 0.021 V(L2)= 0.013

L2 → I3 → C3 → F2 
V(L2,C3)= 0.075 V(L2,I3)= 0.048 V(F2)= 0.201
V(I3,F2)= 0.272 V(I3,C3)= 0.085 V(L2,F2)= 0.216

V(L2,I3,F2)= 0.470 V(L2,I3,C3)= 0.234 V(C3,F2)= 0.275
V(L2,I3,C3,F2)=1 V(I3,C3,F2)= 0.426 V(L2,C3,F2)= 0.390

V(C3)= 0.062 V(I3)= 0.021 V(L2)= 0.013

L2 → I3 → C3 → F3 
V(L2,C3)= 0.075 V(L2,I3)= 0.048 V(F3)= 0.149
V(I3,F3)= 0.170 V(I3,C3)= 0.085 V(L2,F3)= 0.185

V(L2,I3,F3)=0.289 V(L2,I3,C3)= 0.234 V(C3,F3)= 0.240
V(L2,I3,C3,F3)=1 V(I3,C3,F3)= 0.348 V(L2,C3,F3)= 0.316

V(C1)= 0.145 V(I3)= 0.021 V(L3)= 0.025

L3 → I3 → C1 → F1 
V(L3,C1)= 0.170 V(L3,I3)= 0.046 V(F1)= 0.145
V(I3,F1)= 0.175 V(I3,C1)= 0.168 V(L3,F1)= 0.170

V(L3,I3,F1)= 0.324 V(L3,I3,C1)= 0.286 V(C1,F1)= 0.290
V(L3,I3,C1,F1)=1 V(I3,C1,F1)= 0.312 V(L3,C1,F1)= 0.473

V(C1)= 0.145 V(I3)= 0.021 V(L3)= 0.025

L3 → I3 → C1 → F2 
V(L3,C1)= 0.170 V(L3,I3)= 0.046 V(F2)= 0.201
V(I3,F2)= 0.272 V(I3,C1)= 0.168 V(L3,F2)= 0.225

V(L3,I3,F2)= 0.419 V(L3,I3,C1)= 0.286 V(C1,F2)= 0.378
V(L3,I3,C1,F2)=1 V(I3,C1,F2)= 0.513 V(L3,C1,F2)= 0.524

V(C3)= 0.062 V(I3)= 0.021 V(L3)= 0.025

L3 → I3 → C3 → F2 
V(L3,C3)= 0.092 V(L3,I3)= 0.046 V(F2)= 0.201
V(I3,F2)= 0.272 V(I3,C3)= 0.085 V(L3,F2)= 0.225

V(L3,I3,F2)= 0.419 V(L3,I3,C3)= 0.233 V(C3,F2)= 0.275
V(L3,I3,C3,F2)=1 V(I3,C3,F2)= 0.426 V(L3,C3,F2)= 0.407

V(C3)= 0.062 V(I3)= 0.021 V(L3)= 0.025

L3 → I3 → C3 → F3 
V(L3,C3)= 0.092 V(L3,I3)= 0.046 V(F3)= 0.149
V(I3,F3)= 0.170 V(I3,C3)= 0.085 V(L3,F3)= 0.175

V(L3,I3,F3)= 0.331 V(L3,I3,C3)= 0.233 V(C3,F3)= 0.240
V(L3,I3,C3,F3)=1 V(I3,C3,F3)= 0.348 V(L3,C3,F3)= 0.354
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4.4. Determine the best strategic path by using evolutionary game theory 
 
Regarding the steps taken, Latin square is designed as shown in Table. Table 3 illustrates a game where 
finance is appointed as the first mover, the customer is the follower, and internal processes, and growth 
and learning are assumed to have moved with the first choice. Since the game theory of dynamic behavior 
does not have rationality in a traditional mode of insight, in a state of evolutionary game theory it can be 
vacuum filled due to the ambiguity. These cases were encountered in this article that considered the 
evolutionary game theory and modeling problem with this theory in form of the concept of Nash equation 
in the dynamic equilibrium approach. Nash equation resulted in the convergence of all players in the long 
run and will remain stable. By using the information obtained in the previous step Shapely Value of each 
player in each path can be achieved. These values are entered in the Latin square design. 

 
Table 6  
Final Latin square model 

 Player 2: Customer 
C1 C2 C3 

P
la

ye
r 

1:
 F

in
an

ci
al

 

F
1 

0.150 0.215                 

0.254 0.288                 

0.173 0.219 0.158 0.223               

0.233 0.277 0.260 0.266               

0.225 0.161 0.220 0.176 0.216 0.162             

0.258 0.269 0.275 0.248 0.262 0.276             

F 2
 

0.161 0.185                 

0.215 0.331                 

0.155 0.191 0.170 0.185   0.191 0.207 0.167 0.209   0.206 0.219 0.169 0.214   

0.219 0.323 0.244 0.294   0.167 0.337 0.234 0.297   0.154 0.329 0.208 0.323   

0.232 0.198 0.177 0.170 0.165 0.163       0.200 0.192 0.187 0.210 0.188 0.196

0.189 0.280 0.250 0.308 0.247 0.327       0.189 0.339 0.192 0.337 0.203 0.335

F 3
 

                  

                  

            0.212 0.231 0.186 0.231   

            0.184 0.295 0.208 0.301   

            0.213 0.198 0.198 0.208 0.205 0.210

            0.223 0.299 0.237 0.295 0.231 0.299

 
Values that were missing in Latin square design are the paths that were eliminated in the path analysis 
step. Therefore, they are considered to be zero. This intelligent system database provides the organization 
that facilitates decision making and shows how the units interact. Suppose TAYHOO has problems in 
the area of financial supply chain and needs to identify the best combination of strategies to achieve the 
best results. The combined relationship help us in game theory and we may obtain the most appropriate 
way to reach the face bring this problem to obtain. The equations for this problem are explained below. 
Values of ΔF (s1, s2, s3, s4) are the Shapely Values that are listed in the Latin square design. Initial values 
of Pi for boxes that have value are considered to 1/24, and for remain boxes this value is equal to zero. 

(we assumption that Fi
j= 0; for any i = 1, 2, 3, j= 1, 2, 3, 4) 

ଵܹ
ଵ ൌ 0.288 ଵܲ ൅ 0.277 ସܲ ൅ 0.266 ହܲ ൅ 0.269 ଻ܲ ൅ 0.248଼ܲ ൅ 0.276 ଽܲ  (25) 

ଶܹ
ଵ ൌ 0.331 ଶ଼ܲ ൅ 0.323 ଷܲଵ ൅ 0.294 ଷܲଶ ൅ 0.280 ଷܲସ ൅ 0.308 ଷܲହ ൅ 0.327 ଷܲ଺ ൅ 0.337 ସܲ଴

൅ 0.297 ସܲଵ ൅ 0.329 ସܲଽ ൅ 0.323 ହܲ଴ ൅ 0.339 ହܲଶ ൅ 0.337 ହܲଷ ൅ 0.335 ହܲସ  (26) 

ଷܹ
ଵ ൌ 0.295 ଻ܲ଺ ൅ 0.301 ଻ܲ଻ ൅ 0.299 ଻ܲଽ ൅ 0.295଼ܲ ଴ ൅ 0.299଼ܲ ଵ  (27) 

ഥܹଵ ൌ ሺ ଵܲ ൅ ସܲ ൅ ହܲ ൅ ଻ܲ ൅ ଼ܲ ൅ ଽܲሻ ଵܹ
ଵ

൅ ሺ ଶ଼ܲ ൅ ଷܲଵ ൅ ଷܲଶ ൅ ଷܲସ ൅ ଷܲହ ൅ ଷܲ଺ ൅ ସܲ଴ ൅ ସܲଵ ൅ ସܲଽ ൅ ହܲ଴ ൅ ହܲଶ
൅ ହܲଷ ൅ ହܲସሻ ଶܹ

ଵ ൅ ሺ ଻ܲ଺ ൅ ଻ܲ଻ ൅ ଻ܲଽ ൅ ଼ܲ ଴ ൅ ଼ܲ ଵሻ ଷܹ
ଵ (28) 

 
Other equations are computed using Eqs. (6)–(14).  
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Value of ௜ܲ
ᇱ can be obtained by using Eqs. (16-18) for the next generation. The optimal strategy for each 

player is determined by repeating this calculation. The calculations are coded by computer software. The 
result of this calculation for TAYHOO company showed that the optimal strategy was the second strategy 
for the first player. Also, first strategy for the second player, the third strategy for the third player and the 
first strategy for the fourth plyer are optimal strategies. This means that the optimal box in Latin square 
design is box 34. Therefore, L1 → I3 → C1 → F2 is the optimal strategic path for TAYHOO company. 

 
5. Conclusion  

Performance measurement is an essential element of effective planning and control as well as decision 
making. Although implementations of performance measures in companies are now widespread. In this 
study, an innovative method has been presented for performance measurement of food supply chain. In 
this method, we have used a combination of balanced scorecard, path analysis, cooperative game theory 
and evolutionary game theory to obtain the best combination of strategic. We have proposed the 
application of this new approach of combining game theory, path analysis and BSC for food supply chain 
to TAYHOO with the objective to evaluate their day-to-day business performance in order to select the 
best strategy in emergency situations. After determining strategies in each aspect of BSC, we determine 
cause and effect relationships between the strategies defined. Then the best strategic path were 
determined by using cooperative game theory and evolutionary game theory. 
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