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 Nowadays, industries cope with a wide range of situations and/or perturbations that endanger the 
manufacturing productivity. Traditionally, manufacturing control systems are responsible for man-
aging the manufacturing scheduling and execution, as these have the capability of maintaining the 
production operations regardless of a given perturbation. Still, the challenge of these systems is to 
achieve an optimal performance after the perturbations occur. For this reason, manufacturing con-
trol systems must incorporate a mechanism with intelligent capabilities to look for optimal perfor-
mance and operation reactivity regardless of any scenario. This paper proposes a generic control 
strategy for a manufacturing control system for piloting the execution of a dynamic scheduling 
problem, considering a new job arrival as the manufacturing perturbation. The study explores a 
predictive-reactive approach that couples a genetic algorithm for the predictive scheduling and an 
adaptive genetic algorithm for reactivity control aiming to minimize the weighted tardiness in a 
dynamic manufacturing scenario. The results obtained from this proposal verify that the effective-
ness was improved by using adaptive metaheuristic in a dynamic scheduling problem, considering 
absorbing the degradation caused by the perturbation. 
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1. Introduction 
 
 

A manufacturing system (MS) is the location where converge physical, human and economic re-
sources to produce certain goods to fulfil the market demands. The operation of an MS is a complex 
task that involves the planning, scheduling and controlling of materials and information flow within 
a manufacturing environment. Specifically, the complexity of these systems increases because sev-
eral operations are waiting for being scheduled, jobs are competing for using the available re-
sources, the materials encounter bottlenecks that slow down the production flow, among many oth-
ers (Halevi & Cunha, 2007; Banos et al., 2011). In fact, the complexity increases further during the 
execution as the production is often obstructed due to the occurrence of perturbations, such as re-
source breakdown, tool breakage and unexpected urgent orders. For this reason, an MS is managed 
with a control system that monitors and conducts the manufacturing tasks within the operation ex-
ecution, called manufacturing control system (MCS). An MCS is an automatic system which deals 
with the progress, resource, maintenance, quality, monitoring, tracking and directing requirements 
of a manufacturing system (Naedele et al., 2015). MCS is also the central nervous system of the 
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manufacturing location and it is responsible for coordinating the completion of the requested activ-
ities using the available resources (Baker, 1998). Consequently, industries expect that MCS can 
achieve optimal performances under complex demands while it can react to unexpected perturba-
tions (Jimenez et al., 2015).  
 
For the scheduling, there are mainly two strategies to control the production of the dynamic envi-
ronment of an MS (Vlk & Barták, 2015): a) Centralized-based architectures and b) distributed-
based architectures. Generally speaking, MCSs are composed by one or several entities hosting a 
decisional-making technique (Trentesaux, 2009). On one hand, centralized architectures are gener-
ally implemented to feature predictive decision-making techniques, such as mathematical program-
ming models or metaheuristics. These aim to achieve optimal performance in the manufacturing 
scheduling through the optimization of the global performance indicators. On the other hand, the 
distributed architectures are normally implemented to feature reactive decision-making techniques, 
such as artificial intelligence or heuristic algorithms. These aim to feature reactivity over perturbed 
scenarios through the responsiveness of entities actions. However, these approaches do not address 
entirely the requirements of optimal performance and operation reactivity. While the central-
ized/predictive approach fulfils the optimal performance, the distributed/reactive approach fulfils 
the reactiveness requirement. For this reason, MCS must feature a mechanism to look for both 
optimal performance and operation reactivity regardless of the manufacturing scenario. 
 
Recent developments in MCS have heightened the need for pursuing a balance between the optimal 
performance and reactivity requirements. These approaches, called predictive-reactive approaches, 
are designed to benefit from the advantages of predictive and reactive approaches without the as-
sociated drawbacks (Thomas et al., 2009). In general, these have two phases: Offline, which refers 
to the decision-making techniques carried out before the beginning of the execution, and the Online, 
which refers to the decision-making techniques carried out during the production execution. While 
the offline phase generates a manufacturing schedule with a predictive technique, the online phase 
repairs the schedule with a reactive technique aiming to react to perturbations. Some examples of 
this approach can be found in (Baños et al., 2011; Chu et al., 2014; Rey et al., 2014)  
 
Recently, researchers have studied the use of adaptive metaheuristics for controlling the execution 
of manufacturing operations. Some examples of these types of approaches are in swarm optimiza-
tion approaches (Barbosa et al., 2015; Holvoet et al., 2009; Novas et al., 2013) and evolutionary 
algorithms (Borangiu et al., 2014; Jimenez et al., 2017). This paper focuses on the use of evolution-
ary algorithms for the dynamic scheduling of manufacturing operations, specifically an adaptive 
genetic algorithm (AGA). The adaptive metaheuristic, one of the most studied mechanisms, is a 
population-based technique that simulates the evolution process in order to reach an optimal or 
near-optimal solution regarding a fitness indicator. The AGA, which inherited the characteristics of 
genetic algorithms (GA), has strong optimization ability, fast calculation, simple principles and 
operation, robust generality implicit parallelism and global search space ability (Pan et al., 2011). 
For this reason, we believe that the featured characteristics of AGA can be used in order to control 
the manufacturing execution framed under a predictive-reactive approach.  
 
This paper proposes a generic control strategy for a manufacturing control system for piloting the exe-
cution of a dynamic scheduling problem. We explored a predictive-reactive approach that couples a GA 
and an AGA for the predictive scheduling and reactivity control respectively. Initially, in order to have 
solution reference with traditional techniques, we develop a parameter-tuned traditional GA to solve 
a static single machine weighted tardiness problem. Then, we construct three versions of the AGA 
considering inner adaptability parameter control as deterministic parameter control, adaptive pa-
rameter control and self-adaptive parameter control. Finally, we compared the performance of the 
proposed AGAs with the traditional GA in order to gain some insights about adaptable optimization 
tools in a single machine-manufacturing environment. For the validation of this proposal, this research 
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takes the form of a case study of a dynamic single-machine scheduling problem. It considers two main 
issues. First, it considers new job arrivals during execution as the manufacturing perturbation. Second, 
it aims to minimize the weighted tardiness within the dynamic manufacturing scenario. In specific, the 
originality of this validation is that it explores the response ability of the general control strategy pro-
posed through the occurrence of successive perturbations or new job arrivals.  
 
This paper is organized as follows. Initially, section 2 contextualizes manufacturing control sys-
tems, scheduling and rescheduling and adaptive genetic algorithms. Then, section 3 presents the 
design of the traditional genetic algorithm and the proposed adaptive genetic algorithm. Afterwards, 
section 4 executes the simulation for both metaheuristics (GA and AGA) and validates the results 
for verifying the efficiency of this proposal. Finally, section 5 presents the conclusions, considered 
further research and important remarks within this study. 
 
2. Theoretical Context 
 
2.1. Manufacturing control systems (MCS) 
 
Traditionally, Industries follow a sequential decision-making process in order to fulfil market re-
quirements. First, a material requirement and capacity planning in the strategic decision level is 
designed. Second, a master and detailed scheduling in the tactical decision level is planned. Third, 
a shop-floor control and rescheduling in the operational level is implemented. This practice is made 
mainly because it presents good and near-optimal performance within manufacturing productivity 
(Jimenez et al., 2013). Unfortunately, due to the difficulty of visualizing the entire manufacturing 
system, the production planning is based on some uncertain information, such as estimated capa-
bilities, aggregated forecast and virtual inventories. At the same time, decisions-making in the plan-
ning and scheduling stage, consider unlikely static environments instead of real dynamic environ-
ments. In response to mentioned difficulties, MCS emerges to resolve planning, scheduling and 
execution activities. The term has evolved because of the necessities in a manufacturing system. At 
the beginning of 1990’s, as a complete master-slave structure, the MCS was only a black box entity, 
which was received from external system and generated device-specific instructions necessary to 
enact the individual manufacturing task (Wysk & Smith, 1995). Later on, it has been recognized 
the necessity of dealing with unexpected events in the manufacturing execution. However, the 
events are handled as unplanned activities and are introduced to this black box as expedited rework 
(Norton, 1996). Subsequently, the manufacturing strategy of handling disruptions was to reduce the 
production complexity (Elmaraghy et al., 2012). In this case, the control decision-making is ad-
justed to immediate conditions, making resources assignments rather than jobs allocations (Halevi 
& Cunha, 2007). The MCS functionality is constructed with a centralized architecture. It consists 
of an SCADA system of which the main functions are supervision, data acquisition and estimation 
of its key performance indicators (Trentesaux & Prabhu, 2011). However, manufacturing systems 
should be capable of responding to environmental disruptions with flexible, expansible, agile and 
re-configurative architectures (Leitão, 2009). Additionally, it must also consider satisfactory deci-
sion-making in terms of productivity optimization (Thomas et al., 2012) and articulate simultane-
ously the optimal performance and reactivity operations.  
 
2.2. Scheduling and Rescheduling  
 
Scheduling   is   a   manufacturing   decision-making process that deals with the allocation of 
resources to jobs over the given time periods (Pinedo, 2016). Ideally, in the manufacturing system, 
it makes an optimal allocation subject to certain objectives and capabilities. However, the layout of 
the manufacturing shop-floor, the dynamism in the manufacturing processes and the circumstantial 
attempted objectives, define the complexity of scheduling problem. Among them, handling the dy-
namic environment and maintaining the scheduling plan to the sequence execution is a complex 
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task. Even it reaches the optimal, most robust, predictable and preventive sequencing order, uncer-
tain events disturb the manufacturing process. Indeed, manufacturing activities is frequently subject 
to several random occurrences and perturbations (Madureira et al., 2000). In that case, it is clear 
that the dynamic characteristics of any scheduling problem are difficult to handle.  
 
The disruption of the sequencing order is the most critical activity in the manufacturing process. 
This activity, called Rescheduling, is the process of updating an existing production schedule in 
response of disruptions or other changes (Vieira et al., 2003). It intends to correct the sequence 
order taking into account the actual deviation due to environmental perturbations (Nie et al., 2013)  
So, this technique works as a reactive catalyst on the MCS. Above all, the rescheduling is closely 
related to achieving system robustness. The rescheduling is classified in three categories (Ouelhadj 
& Petrovic, 2009). First, the completely reactive approach, which is characterized with a lack of a 
previous sequential arrangement and decisions are made locally in real-time (usually adopt heuristic 
rules). Second, the predictive-reactive approach, which creates a robust initial sequence foreseeing 
possible disruptions and react with single schedule adjustments (usually relies into the initial sched-
uling optimal decision). And third, the robust proactive approach, which focuses on building pre-
dictive schedules in order to minimize the schedule deviation (giving forecasted slacks to the se-
quencing problem).  
 
In practice, different techniques for rescheduling process have been proposed. Initially, the first 
mechanism that handles rescheduling is the heuristics rules as dispatching rules or greedy heuristics 
(Li et al., 2000; Tan & Aufenanger, 2011). Particularly, this method has the advantage of being 
operatively simple and it delivers solutions in short time periods. However, it does not guarantee to 
maintain the robustness in terms of optimality and efficiency. Even though, it considers a research 
perspective due to the straightforward application in industrial factories. Then, the second resched-
uling is based on the metaheuristics techniques such as genetic algorithm, particle swarm optimi-
zation or simulated annealing (Chryssolouris & Subramaniam, 2001; Jimenez et al., 2016). The 
metaheuristics is a search process that explores the space of possibilities in order to reach an optimal 
solution in a decision-making process. In   the   rescheduling   context, it should minimize the 
variation of the performance indicator given by environmental disruptions. However, due to its 
iterative characteristics, the optimal feature vanishes with the increasing of problem size and, con-
sequently, it lacks of finding a near-optimal solution in reasonable time (Bierwirth & Mattfeld, 
1999). Nevertheless, its performance improves the heuristic approach and contributes a better de-
cision-making support to the manufacturing control. Finally, the third rescheduling approach is 
handled with distributed artificial intelligence systems as multi- agents, petri-nets, or neural net-
works (Barbosa et al., 2011; Holvoet et al., 2009). Briefly, the MCS allocates a virtual entity to 
each physical object to represent the object in a virtual world. These entities can generate local 
decisions for adaptable and local performances and, at the same time, interact with   other   entities   
to   fulfill   global   objectives. At this point, the challenge of these techniques relies on the ability 
of performing satisfactorily optimized subject to the additional restriction imposed by the manufac-
turing execution status and the disruption event. The rescheduling process satisfies the functioning 
rules for sequencing major or minor modifications and, ideally, it has the ability to sustain a rea-
sonable performance under perturbations. 
 
2.3. Adaptive Genetic Algorithm 
 
A Metaheuristic is a high-level procedure to search a near optimal solution to an optimization prob-
lem (Bianchi et al., 2008). Depending on the problem, it can be used a population-based (Evolu-
tionary Algorithm, Ant Colony, Particle Swarm Optimization, among others) or a trajectory-based 
(Tabu Search, Simulated Annealing, among others) procedure. These algorithms have proved to be 
very effective for solving various combinatorial problems, but they are usually limited to particular 
domain problems (Cowling & Chakhlevitch, 2003). Even thought, a metaheuristic stands over a 
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range of problems due to the simplicity of codifying and customizing the structure to any problem.  
 
The genetic algorithm is described as a gradient-free robust optimization technique that mimic the 
evolutionary process of nature (Palit & Popovic, 2006). After tuning the metaheuristic (population 
size, crossover operator, crossover probability, mutation operator, probability of mutation, selection 
operator and replacement operator, among others), the genetic algorithm aims to optimize a specific 
problem representing its solutions through a restricted size population. Each feasible solution will 
be considered as an individual of the population that collectively and iteratively will evolve to new 
feasible solutions. Generally, at each iteration, the population passes through a selection of individ-
uals which are crossed afterward by recombination and mutation processes (Genetic Operations). 
Finally, considering the initial population and the new set of new solutions, a replacement strategy 
will determine which individuals will stay in the population. After many iterations of this process, 
the population of individuals will evolve to better solutions in terms of fitness value. In general 
terms, the genetic algorithm provides a robust search and are less expensive in computational time 
compared to other optimization solutions. 
 
The genetic algorithm has limitations. The main limitation is that it is a parameter-dependent 
method. Depending on the parameters, it might be that the solutions will converge before as ex-
pected, called premature convergence. Therefore, the algorithm leads the population to be trapped 
in local optima specifically by the lack of individual diversity. Consequently, the individuals will 
misplace individual competition and it will lead to an inefficient random search (Palit & Popovic, 
2006). In response to genetic algorithm limitations, it is comprehensible to consider the adaptation 
of parameters within the genetic algorithm that improves the optimization search capabilities. In 
fact, adaptable genetic algorithms (AGA) can adjust crossover and mutation probability to alleviate 
Genetic algorithm problems (Pan et al., 2011). AGA has a monitoring and actuator module that, 
according to current key performance measures, will modify the parameters to improve optimiza-
tion search. Therefore, adaptive versions of genetic algorithms are particularly needed because, in 
the process of the evolutionary search, the algorithm should converge to the global optimum with 
a high speed of convergence. 
 
Depending on the specific need, the AGA might be classified based on the location and the adapt-
ability. The AGA might be adaptable in the parameter settings, genetic operators, genetic selection, 
representation and fitness function (Herrera & Lozano, 1996). AGA can also be activated according 
to some adaptive rules. Thus, the adaptive strategy is settled according to the following approaches 
(Smit & Eiben, 2009). First, the deterministic parameter control, where the change of AGA func-
tioning parameter takes place in a fixed or pre-determinate way where no processes monitors infor-
mation) and works with the number of iterations. For instance, determining a fixed mutation prob-
ability for the initial stage of the search and then change it for finals stages, is an example of this 
approach. Afterwards, the adaptive parameter control is a feedback mechanism that depends on the 
monitoring of system performance. However, this approach is activated externally and it might not 
be continuous. In fact, the update mechanism serves as a directional strategy to modify the search 
with certain key information but not in a regular basis.  Finally, the self-adaptive parameter control, 
which is activated with the gathered processed information are general rules of adaptation that 
works as boundaries of parameters, functions and operators dynamism. In this approach the evolv-
ing mechanism, reaches a certain level of freedom since the AGA functioning parameters will be 
adjusted depending on the evolving development. Still, the approach should have an implicit con-
trol, which is given to adjustments boundaries, and eventual deterministic parameter controls. 
 
The AGA must monitor the performance of the operators and the diversity of population, among 
others in order to use the gathered information to adjust the functioning (Smith, 1998). The infor-
mation gathered contributes the creation of a Key Performance Indicator (KPI). This KPI will be 
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the processed sensorial information that activates the actuator AGA controlling system. For exam-
ple, a well-known KPI is related with the essential balance in the search process between the ex-
ploitation and exploration techniques (Palit & Popovic, 2006). Hence, a relation indicator between 
these techniques will serve as a diversity measure. The challenge is to construct the indicator and 
set the lower and upper bounds under dynamic environments. Likewise, other KPI is the percentage 
involvement that indicates the proportion of generation contributing to the next one (Baker, 1985). 
Again, as a second effort to avoid fall of diversity, this indicator is involved with the adaptation of 
the population size to sustain steady adaptability during iterations. 
 
3. A reschedule mechanism for the dynamic single machine problem 
 
The single machine scheduling problem (SMSP) is a manufacturing problem that deals with the sequenc-
ing of jobs on a single processor or machine (Madureira et al., 2000). This problem is the simplest of all 
manufacturing environments, but the study of this environment is relevant as it is considered an  special 
case of all others more complex manufacturing environments (Pinedo, 2016). In fact, it gives some in-
sights in the understanding, resolution, managing and modeling more complex multi-processor problems 
(Madureira et al., 2000).  Then, it can be used in each sub-problem resulted from the decomposition of 
more complicated scheduling environments. In addition, this environment could be embedded within a 
large control system in order to assist the problem resolution. 
 
Accordingly, the problem to solve in this study is limited to the single machine environment known as 
the 1 | ri | ∑wiTi, where there is one processor, a set of jobs j arrives to the system at the release date ri 
and the objective ∑wiTi is to minimize the total weighted tardiness. For researchers, this problem is 
considered in the static SMSP because the sequencing is executed only once and all jobs releasing dates 
are known before processing starts. However, due to the dynamic nature of real scheduling problems, 
the consideration of the arrivals to a sequencing order where they arrive with uncertainly is part of the 
dynamic SMSP (Madureira et al., 2000). 
 
At this moment, it has been some advances to solve the dynamic SMSP. In static scheduling problems, 
there have been many approaches to solve the sequencing of this problem. These approaches range from 
very sophisticated techniques for optimal accuracy to fairly unsophisticated heuristic designing primar-
ily for practice implementation (Pinedo, 2016). Still, neither search-based sophisticated techniques nor 
enumerative-based heuristic methods is completely appropriate because  once   the   scheduling  is set-
tled, the sequence needs to be modified due to unexpected disruptions (Nie et al., 2010). For this reason, 
this paper proposes an approach that tackles the dynamic scheduling for the single machine problem.  
The dynamic scheduling problem is a scheduling problem where usually inevitable unpredictable real-
time events may cause a change in the scheduled plans (Ouelhadj & Petrovic, 2009). These types of 
problems have been tackled with different strategies (Aytug et al., 2005):  Completely reactive strategy, 
robust strategy and Predictive-Reactive. The completely reactive strategy constructs a new schedule 
based on local information, pre-settled assumptions and general normative during perturbations. The 
robust strategy creates a schedule that minimizes the effect of disruption on the main schedule objective. 
Finally, the predictive-reactive strategy, in a two steps procedure, sets a desire behavior at the beginning 
and then modifies it during the execution in response to unexpected disruptions. In general, there is not 
any rule that performs consistently better than all other rules under several manufacturing layout config-
urations (Nie et al., 2011). However, many researchers made some efforts to exploit several methods on 
artificial intelligence to learn to select rules dynamically according to the current state of the system. 
 
3.1. Dynamic single machine problem 
 
This paper focuses on dynamic single machine scheduling problem where the dynamic SMSP with job 
release dates is described as follows. The case study is composed with one machine and a set of n jobs 
to process i. The jobs are released over time and are processed once on the machine without preemption. 
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Each job has a processing time pi, release time ri, due date di, and priority weight wi, which denotes the 
relative importance of job i, i= 1,…,n. For the dynamic scheduling problem, there are two sets of job: a 
subset where the release date ri is known and another subset where the release date is unknown in ad-
vance. It is also assumed that the machine cannot process more than one job, simultaneously. The ob-
jective is to determine a sequence of jobs on the machine in order to minimize the weighted tardiness of 
the jobs’ scheduled. 
 
3.2. Proposed generic control strategy  
 
This study proposes a framework of a manufacturing control system (MCS) for the dynamic SMSP. 
The MCS approach proposes piloting the execution of a dynamic scheduling problem, for handling 
the schedule and reschedule a new job arrival as the manufacturing perturbation. We explore a 
predictive-reactive approach that couples a genetic algorithm for the predictive scheduling and an 
adaptive genetic algorithm for reactivity control. The objective of this MCS is to minimize the 
weighted tardiness in a dynamic manufacturing scenario.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Architecture of the proposed manufacturing control system 
 
The architecture of the proposed MCS is based on the block-diagram of manufacturing control 
system (Baker, 1998). The proposed architecture is illustrated in Fig. 1. This architecture is com-
posed by two entities: a) the control decision-making entity and b) the controlled execution entity. 
The relationship of these two entities is a master-slave relationship as the first commands the exe-
cution of the sequence and the latter follows these instructions.  The functioning of these entities is 
as follows. The control decision-making entity receives the production order for the manufacturing 
system. In this case study, it also receives the instruction of processing new jobs (new arrivals) and 
it will be considered as the execution perturbation. The results of this entity is to provide the se-
quencing of the jobs for both the beginning (i.e. predictive scheduling) and during (i.e. Reactive 
control) the manufacturing execution. While a genetic algorithm is used for the predictive schedul-
ing and an adaptive genetic algorithm is used for the reactive control. These two methods are further 
explained in section 3.3. On the other side, the controlled execution entity is in charge of executing 
the instructions commanded by the control decision-making entity. This entity simulates the oper-
ations in the manufacturing system and provides the information during the execution.   
 
3.3. Genetic Algorithm and Adaptive Genetic algorithm  
 
The MCS proposed a predictive-reactive approach for the scheduling and control of the production 

f l

ll

Pre - 
Pro-

i

GA /AGA 
Module 

Manufacturing 
Environment Finished jobs 

Raw materi‐
als 

Sensory Infor-
mation: 

Completions 

Actuator 
Signals: 
Sequencing  
Order 
New job  
instruction 

Market  
Information: 

Production Plan    
Perturbations 

Market  
Information: 
Manufacturing  
performance indicators 
  



 

1124

order. In specific, this proposal uses the benefits of the evolutionary algorithms for featuring opti-
mal performance and reactivity features in the manufacturing system. This proposal relies on the 
optimality of a genetic algorithm to set an initial schedule coupled with an adaptive genetic algo-
rithm for supporting the corrective actions after a perturbation. The perturbation considered in this 
paper is based on new job arrival. In this sense, a traditional genetic algorithm (i.e. GA) is proposed 
by considering a parameter tuning procedure and three versions of an adaptive genetic algorithm 
(i.e. AGA1, AGA2 and AGA3) are proposed for changing the characteristics of the reactivity fea-
tures. Therefore, these ranges from none to certain grade of adaptability.  
 
The GA and AGAs proposed responds to the classification made by Smith and Eiben (2009). The 
first mechanism is the traditional GA. It was created as a reference solution of the single machine 
environment, where it was statistically tuned with a genetic algorithm in the population size and 
mutation rates. The idea of tuning parameters was to consider the best available solution from the 
static version of the optimal mechanism. The second mechanism is the AGA1 with deterministic 
parameter control. It represents a mechanism that alters the parameters with some deterministic 
rule. In this case, the heuristic rule is to maintain the same parameters value during the whole run 
but they are initialized regarding the current execution situation.  The third mechanism is the AGA2 
with adaptive parameter control. It represents the mechanism that sets from the beginning of the 
run a change regarding execution indicators. In this paper, the mechanism changes a parameter per 
iteration regarding the time elapsed in the run. Finally, the fourth mechanism AGA3 with self-
adaptive parameter control. This last mechanism considers the parameters change depending on the 
evolutionary search completing an evolution of parameter together with the population.  Briefly, 
the designs of previous adaptive mechanisms are efforts to improve search capabilities in the evo-
lutionary algorithms. 
 
Encoding. In this study, for the four tested mechanisms the solutions are codified in order that each 
gene represents a job index. Thus, each gene position in the chromosome represents the job se-
quence in the scheduling solution, and all together represents the solution to be scheduled in each 
individual.  
 
Initial Population. An initial population is created randomly from the jobs to schedule. At this 
stage, we did not overlook for generating a good initial solution for assuring the possibility that 
each mechanism starts form a similar reference and diverse the initial population.  
 
Operators.  Four mechanism we have used traditional genetic algorithm operators in the permuta-
tion encoding. First, for the selection operator uses the roulette wheel. Then, the recombination and 
mutation operator are used to uniform permutation and single swap operators, respectively, Finally, 
for replacement we have used the steady state operator.   
 
Fitness function. Considering the single machine environment, the weighted tardiness fitness func-
tion is used as a performance indicator. Basically, it is chosen because there is a penalization when 
job does not meet due dates and at the same time there is no benefit or penalty for early completions.   
 
Population Size. The number of individuals is a parameter that changes in the constructed mecha-
nisms. In the GA, there is a population of 100 individuals each time the MCS activates the optimal 
mechanism. In contrast, the population for the AGA mechanisms can be calculated with the follow-
ing equation: 
 
݊ ൌ ሺ200	∆ݐ ൅  10, (1)	ሻ/ߚ	

 
where n is the number of individuals to consider for the population, Δt is the time remaining to 
complete the execution of current job, and ߚ is the number of jobs pending in the production order. 
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Fig. 2. New job arrival triggers an identification of jobs and parameters for rescheduling 
 
 
Mutation Probability (Pm). The mutation probability is also a parameter that differs depending on 
the optimal mechanism. While for the GA and the AGA1, the mutation rate is 0.01, for the other 
two the rate includes an inner dynamism. For the AGA2 , the Pm changes linearly starting from 0.01 
until it is finished when Δt time has passed with 0.1 (Pan et al., 2011). Certainly, this parameter is 
recalculated each time the mechanism is reinitiated due to a new perturbation. Finally, for the 
AGA3, the execution indicator chosen is the distance between the average and the best solution in 
its phenotypic fitness function. Its value can be calculated with the following expression (Srinivas 
& Patnaik, 1994): 
 

௠݌ ൌ	ቊ
݇ଵ ൈ ሺ݂ െ ௠݂௜௡ሻ/	൫ ௔݂௩௚ െ ௠݂௜௡൯ ݂ ൒ ௔݂௩௚

݇ଶ ݂ ൏ ௔݂௩௚
 (2) 

 
where fmin is the best minimum fitness value, favg is the average fitness value, f is the fitness value 
of individual to be mutated and k1, k2 are the constants values for the mutation.  
 
4. Experiments and results 
 
The validation of the MCS approach was performed by generating an instance of 210 jobs in total 
(See appendix A): 200 jobs with release date is from the beginning of the execution and 10 jobs are 
considered for new arrivals for the execution. These new job arrivals are considered for the perturbation 
in the dynamic scheduling environment and it is necessary to include accordingly to the sequencing 
order. For the two types of jobs, the attributes were created as follows. The processing times of each job 
were distributed with a discrete probability following a uniform function U [1,20]. The priority weights 
of each job were also created with a uniform function distribution U [1,10].  
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Fig. 1.  Evolution of reschedule by traditional GA and AGA 2 

 
The release time for the first 200 jobs were fixed in zero, which means that there were available for 
processing from the beginning; and the release time for new arrival jobs were generated with a uniform 
function distribution U (1, 1/2∑ pi), where ∑ pi  is the aggregation of the 200 jobs processing times. 
Finally, the due date for each job was generated with a uniform function distribution U (1/3 ∑ pi , 2/3 ∑ 
pi ). For replication purposes of this research, index No 1 presents the instance created for this paper. 
First of all, to illustrate the functioning, we plot in Fig. 3 the inclusion of the sixth job (Release date of 
663) to a schedule made previously with the traditional GA (the algorithm comparable).  At this point, 
it was being processed the job 176, it still remains 4 seconds to its completion (Δt) and 154 jobs to be 
rescheduled (Including the new job arrival). At this point, the traditional GA and the AGA 2 were tested 
by considering the best, average and worst fitness values per iteration. As it can be seen from the Fig. 3, 
the average fitness is better in AGA while the algorithm was running. Indeed, it is remarkable that the 
convergence for the initial stage is faster in AGA 2 than in traditional GA. In fact, this outcome becomes 
a desire behavior due to the possibility of having optimal performance in limited time (Or even less). 
Additionally, besides of the average, the difference between the best performances of both mechanisms 
exhibits a superiority of AGA. Equally, the individuals between that deliver other solutions for the con-
trol problem, and they will be eventually preferred by the control decision-making entity, i.e. Multi-
Objective Criteria.  Now, in order to check the efficiency of the optimal mechanism, the MCS is config-
ured with the schedule and reschedule technique (i.e. GA and AGA) and is tested with the generated 
instance to compare long time run results. Fig. 4 illustrates the best fitness at each perturbation with the 
estimated weighted tardiness. As can be seen from the data comparison of the algorithm, the efficiency 
of AGA 3 algorithm is higher than the traditional GA and first two AGA versions. Foremost, when 
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setting an optimal mechanism into a manufacturing execution, the AGA mechanism supports constantly 
a superior condition.  

 

 
 

Fig. 2. Comparison of optimal performance in the manufacturing execution 

 

 
 

Fig. 3.  Manufacturing execution monitoring degradation and choosing best AGA control strategy 
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However, to strengthen the conclusion to articulate an adaptive metaheuristic in shop-floor control sys-
tems, it is necessary to validate the mechanism at each perturbation. In Fig. 5, we have compared each 
perturbation with four the optimal mechanisms. However, in order to fairly compare the mechanisms, 
each time is chosen the best performance to simulate with the next mechanism. Note that the first se-
quence was scheduled by the traditional GA and we have observed that in two times more than one 
perturbation arrives at the same time of the executing job. That situation causes that the reschedule to be 
restricted with the last arrival remaining time. 
 
Yet, the AGA stands over the traditional GA. Over the tested disruptions, there is a dominant superior 
performance in the adaptive algorithm. At certain point, depending on the complexity that the new job 
represents (in terms of time remaining, number of job to reschedule and the inner parameter of jobs to 
order), the optimal mechanism will control the increasing trend of a new job arrival. In that case, the 
performance and the convergence velocity will be crucial for achieving appropriate corrective actions. 
For this reason, it is recommendable the inclusion of an adaptive metaheuristic, which eventually will 
enhance optimality to the search procedure, to potentiate the performance of a control necessity.  
 
Nevertheless, Fig. 5 demonstrates that the optimal mechanism might have certain conditions to accom-
plish their performance objectives. From the perturbations, it has been six where the best was the AGA 
3. Undoubtedly, the good performance of this mechanism relies on checking how it is behaving during 
its run and sets its parameters to improve the results.  But, on the other hand, it has been 2 versions of 
AGA 2 that are better in the perturbations. At a point, it is remarkable that the self-adaptive might not 
be superior because it has to balance the self-adaptation to avoid falling in premature convergences. In 
that case, it is not possible to choose a better AGA version in this case, but it is certain to include an 
adaptive genetic algorithm, instead of traditional genetic algorithms, to ameliorate the new schedule at 
perturbations.   
 
Therefore, for validating these results, statistical test has been conducted, between the fitness value of 
the 8 perturbations with 10 replications between the traditional GA and the AGA 2. The objective of this 
statistical test is to check whether there is significant difference between its fitness values. 
 

 
Table 1   
Manufacturing execution monitoring degradation and choosing best AGA control strategy 

ANOVA Perturbations 

One way Pert 9 Pert 3 & 8 Pert 10 Pert 6 Pert 4 Pert 7 Pert 2 Pert 5 & 1 

F-Value 46,46 2,07 20,91 62,16 46,9 0,084 9,77 62,74 

P - Value 2,21,E-06 1,67,E-01 2,36,E-04 3,01,E-07 2,08,E-06 7,75,E-01 5,84,E-03 2,82,E-07 

Critical F(1,18) 4,41 4,41 4,41 4,41 4,41 4,41 4,41 4,41 

Hypothesis  Rejected Fail Rejected Rejected Rejected Fail Rejected Rejected 

 
 
A one-way analysis of variance (ANOVA) showed that, with a confidence of 95%, the effect of noise 
was significant in the used algorithm with F (1,18) = 4.41, for 6 out of 8 tests. This means that in this 
case it is rejected that the sample the fitness values comes from the same population and, in fact, they 
have a significance difference. In the fail to reject cases, there is not any possibility of knowing with the 
sample values. The AGA 2 achieves significantly better results than the traditional GA. 
 

5. Conclusions 
 

In this paper, a manufacturing control system has been constructed, which could manage the sequence 
of jobs at the beginning and during the execution of the manufacturing operations. This approach ex-
plores the rapid convergence of adaptive genetic algorithm to achieve an optimal performance and reac-
tivity in a predictive-reactive scheduling approach of a manufacturing control system. The experiments 
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conducted illustrate that the adaptive genetic algorithm has provided some satisfactory results by con-
sidering some limited execution time. At the same time, the findings suggest that the use of an adaptive 
mechanism achieves better performance results due to the convergence achieved and the customization 
that parametrize the adaptive metaheuristic. It was also appropriate to potentiate the ability of optimiza-
tion techniques for the extreme conditions in order to enhance the optimal performance capability. 
Therefore, the results of this research support the idea that adaptive algorithms were appropriate to be 
extended to the control of manufacturing systems. These findings provide the following insights for 
future research: a) the coupling of static metaheuristics of the predictive scheduling and adaptive me-
taheuristics for the reactive control should be explored further to find the limitations derived from this 
approach. b) this approach could feature adaptation features in different locations of the architecture of 
the control system (i.e. adaptive genetic operators, adaptive genetic operator selection, adaptive repre-
sentation and adaptive fitness function). c) it is possible to explore some mechanisms to find a trade-off 
between the optimal performance and reactivity given by the control system, such as multi-objective 
metaheuristics or artificial intelligence methods.   
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Appendix A 

 
pj = Procesing time of job j 
wj = Weight priority of job j 
dj = Due date of job j 
rj = Release time of job j 
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